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For Viktor
and his clique of science ministers without portfolio



Now let us come to those references to authors which other books have, 
and you want for yours. The remedy for this is very simple: You have 
only to look out for some book that quotes them all, from A to Z as 
you say yourself, and then insert the very same alphabet in your book, 
and though the imposition may be plain to see, because you have so 
little need to borrow from them, that is no matter; there will probably 
be some simple enough to believe that you have made use of them all 
in this plain, artless story of yours. At any rate, if it answers no other 
purpose, this long catalogue of authors will serve to give a surprising 
look of authority to your book. Besides, no one will trouble himself to 
verify whether you have followed them or whether you have not.

—Miguel De Cervantes, Don Quixote (the author’s preface)
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The present work grew out of a research project started eight years ago, 
soon after the completion of a Ph.D. thesis on the history of Renaissance 
scientific encyclopedias, and culminated in 2005 with the submission of 
the final manuscript to the competition for the Biblioteche Oggi Prize an-
nounced by the Italian Editrice Bibliografica. The Italian version, entitled 
La citazione bibliografica nell’epoca della sua riproducibilità tecnica: 
Bibliometria e analisi delle citazioni dallo Science Citation Index alla 
cybermetrica, was inspired by a twofold purpose: to trace the residues of 
the encyclopedic ideal in the current uses of bibliographic citations and 
to make citation analysis a less unfriendly subject for Italian librarians 
by placing its “hard” quantitative core in a broader historical and philo-
sophical context. The library-oriented nature of the competition, however, 
forced me to place more and more emphasis on the latter aspect at the 
expense of the former, thus turning the initial project into a fairly compre-
hensive introductory treatment of bibliometric concepts and techniques. 
After winning the prize, it was my conviction that the manuscript’s duties 
had been completely fulfilled until, having sent it to Eugene Garfield, he 
encouraged an English translation, which would allow a better assessment 
of its value by exposing its content to the attention (and criticisms) of a 
wider audience. Whatever the final outcome, for which I’m solely respon-
sible, I’m grateful to him for the input. The English edition, however, is 
quite different from the original version because of a massive work of 
revision and updating.

I wish to thank Vincenza Catalano, Dipartimento di Storia Antica (Uni-
versity of Bologna), Angela Pacillo, Biblioteca Civica Antonio Delfini 
(Modena), and Antonio Petrone, Centro Servizi Informatici (University 
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of Bari) for their invaluable technical support in the gathering of the 
huge amount of documentation necessary for the completion of the work 
throughout the past eight years. I am also grateful to Peter Harriman for 
revising the English in the book’s outline at an early stage, and to my 
friends John Eko, Franco Pizzardi, Anthony De Curtis, Desmond Hume, 
Luigi Matarrese, Fabrizio Facchini, Alain Baumsong, Salvatore Pilato, 
Luca Gennaro Piccolo, Gioacchino il Timido, and Joseph De Filippo for 
their insightful comments on draft versions of single chapters.
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The following criteria were adopted for the compilation of bibliographic 
notes: 

1.  Free online availability has been an important criterion for source se-
lection throughout the book: whenever two or more sources have been 
considered of equal or comparable informative value to the reader, the 
preference has been given to the one freely accessible in whatever form 
(preprint, postprint, etc.). That rule holds true also for materials that do 
not entirely comply with the open access requirements, such as the titles 
occasionally retrieved from the Google Books digital archive (when the 
full text is entirely available; books with limited preview are excluded). 

2.  If a paper published in a non-open access source has a freely available 
version (preprint or postprint) that came to my notice, the URL of the 
latter is given next to the reference to the former (after, of course, a 
preliminary check for the substantial equivalence between the two ver-
sions at the content level). The same treatment is reserved to Eugene 
Garfield’s papers collected in the fifteen volumes of the Essays of an 
Information Scientist and freely accessible on his personal website at 
www.garfield.library.upenn.edu/.

3.  For the sake of clarity, the expression “ISI citation indexes” is used 
throughout the book to indicate products developed after the acquisi-
tion of ISI by Thomson Scientific, Inc. (now part of Thomson Reuters). 
Finally, trademark and registration symbols have been removed from 
database and software names.

4.  All URLs were updated and checked for availability on 23 August 
2008.

Bibliographic Notice
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This book is intended to provide readers from a wide range of cultural 
backgrounds with a simple and accessible survey of the main concepts, 
techniques, theoretical premises, and historical developments in the sub-
field of information science that deals with the quantitative analysis of 
scientific and technological literature. For now, before the terminological 
digression presented in section 1.1, let’s call “bibliometrics” this area 
of investigation and use “scientometrics” to emphasize its concern with 
scientific information. Obviously bibliometric techniques, exactly as any 
other set of mathematical tools, do not need be restricted to scholarly 
products, let alone scientific reports. Investigating the formal properties 
of the scholarly publication system, however, is undeniably their primary 
target and the area where their application prompts us to ask fascinating 
questions about how it could happen that one of the most highly regarded 
human achievements—scientific knowledge—turned into the object of 
itself.

It is assumed that the reader has some intuitive grasp of notions as 
amazingly complex as “science” and “information,” whose ubiquity is 
nothing but the best guarantee of the multiplicity of technical and non-
technical meanings assigned to them. Far from disentangling the skein, 
the following pages confine themselves to showing how those concepts 
are handled within the intellectual tradition of quantitative science stud-
ies. The exposition deploys quite systematically, though not exclusively, 
historical documents and figures, but it is by no means an exhaustive or 
erudite history of bibliometrics. Early breakthroughs and theories are re-
called, partly because they keep on living in current research agendas, and 
partly as a way for putting recent developments in the right perspective. 

Introduction
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In placing science and scientific research at the center of bibliometric dis-
course, moreover, the focus is on areas traditionally more sensitive to this 
kind of investigation, namely physical and life sciences, medicine, applied 
and engineering sciences, and limited portions of the social sciences. For 
the most part, indeed, social sciences and humanities conform to com-
munication habits that don’t fit the analytic capabilities of current biblio-
metric facilities: the flair for book (instead of journal article) publishing 
and referencing; the frequent bias toward themes of local/regional interest 
prevailingly dealt with using a national, non-English language; and the 
tendency to rely on a pool of sources older than those employed by natural 
scientists and much more loosely knitted to the ongoing research activ-
ity.1 The main character of our story, in a sense, the Ariadne’s thread of 
the entire overview, is the bibliographic citation: a choice dictated by the 
selection of a tightly defined perspective on what kind of information is 
being measured and for what purpose.

Information can be sized in various ways and for different ends. Adopt-
ing a utilitarian stance, one could develop a set of methods and algorithms 
for gauging the degree of informativeness of a document, that is, the ex-
tent to which it provides valuable information to an individual, the user, 
for the purpose of testing and possibly improving upon the performance 
of an information service.2 Such an insight would certainly project on the 
measurement activity an aura of usefulness a far cry from any intellectu-
alistic meddling with the ultimate enigmas of scientific knowledge, but 
here a somewhat inverse perspective is assumed. A myriad of valuable 
records is already out there: scientific documents. They are already valu-
able, insofar as they result from the well-established process by which 
organized communities of experts in distinct research areas produce and 
validate, against common sets of methodological criteria, a wide range 
of knowledge claims about natural and social phenomena. Bibliographic 
citations form one visible and traceable channel linking scientific docu-
ments; hence, they have been asked to tell us, via increasingly sophisti-
cated analytic toolkits, something about the way those knowledge claims 
are generated, connected to each other, and validated. This concern with 
the epistemological status of bibliometric phenomena, and specifically of 
bibliographic citations, runs throughout the rest of the book at the expense 
of the equally important issue of the quantitative patterns of document–
user interaction in a library service perspective. 
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Another limiting choice, closely intertwined with the previous point, 
refers to the particular subset of the science and technology system under 
investigation. As extensively documented by Eliezer Geisler, measurements 
of science and technology can take a wide variety of forms and use several 
kinds of metrics, each addressing a particular facet of the system’s complex-
ity, such as economic/financial inputs and outputs, organizational aspects 
related to specific research and development projects, documents (the stuff 
of bibliometrics), patented inventions, and peer-reviewing processes.3 Bib-
liometrics, therefore, is but one of several options, and clearly differentiates 
itself from other metrics in that it revolves around the measurable properties 
of the formal communication system of science and technology, that is, the 
network of published documents, above all journal papers.

Admittedly, all metrics fall short of an ultimate understanding of scien-
tific and technological change. Constructs as elusive as “scientific knowl-
edge” and “technological innovation,” indeed, escape any pretension to 
capture their deep nature in universal statements, let alone mathematical 
formulas. Compared to other units of analysis, nonetheless, bibliographic 
citations are quite unique in this respect, because the connections they es-
tablish between documents are the operation of the scientists themselves 
in the process of exposing (and propagandizing) their findings to the com-
munity of their peers. Hence it is reasonable to assume that any regularity 
revealed by citation patterns is, to a certain extent, the faded reflection of 
parallel regularities occurring in the process of generation, validation, and 
communication of scientific knowledge. The limits of such an assump-
tion will become clear later on. For the moment, in further introducing 
the book, let’s adopt an unusual point of departure, resorting to a cursory 
flash-forward to its completion, the moral of the story.

When the research effort of a scholar comes to an end, a lexical dic-
tionary may be used to play a sort of game: taking the word or words that 
best represent the research subject under investigation and checking if and 
to what degree, owing to an unpredictable cunning of the language, the 
conclusions drawn from the entire discussion can be stretched to the point 
of fitting the listed meanings. Let’s try this game. For the entry “citation,” 
an English dictionary usually lists four main definitions:4 

1.  “The action of citing or quoting any words or written passage, quota-
tion.” The English language neatly differentiates a citation/quotation in 
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this sense from the “reference,” that is, the more technical indication 
of a source document’s bibliographic data (author, title, page, etc.). A 
similar distinction exists, for example, in German, between “Zitat” and 
“Referenz,” and in French between “citation” and “référence.”

2.  By extension, a citation/quotation is also “a short passage or tune taken 
from one piece of music to another or quoted elsewhere.” There is no 
reason, of course, to restrict this definition to music alone: movies, 
paintings, sculptures, and any other form of artistic expression may (or 
must necessarily) incorporate more or less explicit allusions to earlier 
models.

3.  “A mention in an official dispatch” for a particularly honorable act 
or career, as in the sentence “The officer was awarded a citation for 
bravery.”

4.  “A citing or summoning to a court of justice, a summons”: an accepta-
tion applied, as mentioned in Tomlins’s Law Dictionary, particularly 
to a process in the spiritual court.

The four definitions share an etymological root in the Latin citāre, an 
iterative form of ciēre, which means to move, to set in motion, to stir, and 
also to call, to invite, to invoke, to summon (a person, a text, a divinity). 
The last definition hints at a power relationship between an individual 
and an institution in charge of judging personal behavior; the summons 
is motivated by the suspicion that a preestablished set of norms has been 
infringed. The third definition also entails a value judgment about an 
individual by a collective entity, but now with an unequivocally posi-
tive orientation; a soldier may be cited for having demonstrated bravery 
and loyalty, and the citation is likely to foster a promotion or a more 
prestigious assignment. The first definition is confined to the linguistic 
domain, wherein it signifies the act and the result of an extraction-trans-
fer-reallocation routine. What is set in motion, here, is a text or speech 
fragment culled from a written or oral source and “grafted” onto another 
text or speech. Scholarly quotations and bibliographic references do not 
differ so much in this respect, save that in a quotation the textual transfer 
is visible (the quoted text is repeated verbatim), while in a reference it 
is symbolized by the recording, in a conventional format, of the cited 
source’s bibliographic data: “Read this document”—the bibliographic 
note seems to suggest—“and you’ll find the sentence that warrants my 
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argument.” Both operations undeniably provide the cited fragment with a 
new context, hence with a whole array of potentially new meanings. Be-
sides, the two operations often coexist. Quoting a passage along with the 
corresponding bibliographic coordinates in a note, indeed, is a basic rule 
of the game in modern scholarly writing, and its punctual violation marks 
indelibly the huge share of medieval and Renaissance scholarship wherein 
citations/quotations/paraphrases are such stuff as texts are made of. But 
if one simply leafs through a present-day scholarly journal, it takes just a 
few minutes to realize that scanty lists of bibliographic references domi-
nate the stage, or rather the backstage, of the citation arena, while in-text 
quotations and discursive foot- or endnotes are sacrificed in the name of 
fluency and the crystal clear writing advocated by style manuals. 

In the most subtle manifestation, stretching far beyond the boundaries 
of the scientific publishing system, the quotation takes its full revenge 
as a tool of artistic expression. Now the second dictionary definition is 
applied: the uniqueness of an artistic creation is always shaped against 
the background of existing models, stereotypes, tòpoi, whose modes and 
forms of survival across space and time are addressed by literary, music, 
film, or art criticism. Classical music, for instance, has long been a fertile 
soil for experimenting with ideas, themes, fragments, and combinations 
of timbres of extremely diverse origins. Even more so, jazz music has 
affirmed its identity through the joyful celebration of the musical quota-
tion and the repetition/variation on preexisting riffs and tunes, whereas 
pop music has to such an extent exasperated the recycling of melodic 
combinations made up of standardized sequences of chords and harmonic 
progressions that the originality of individual pieces is often a matter of 
controversy in intellectual property infringement litigations. 

Beyond the transfer of ideas and motifs as an integral part of the cultural 
transmission process, the cult for repetition, quotation, and allusion to the 
déjà vu and déjà entendu is ubiquitous in current literary and artistic dis-
courses. Yet, numbered among the most evident symptoms of postmodern 
sensitivity, this citation/quotation mania has disclosed all of its reactionary 
side effects. In trying to restore a synchronic image of every possible his-
tory and every conceivable memory, citation is not only a chance for the 
experimentation with new poetic and narrative forms, but also a renuncia-
tion of originality, a condemnation of authors and readers to an endless 
intertextual game consisting of the obsessive repetition and updating of 
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past codes and materials. Such awareness can be tantamount to admitting 
that nothing substantially new can arise beyond what has already been 
said, but it contains also the seed for more fruitful re-readings of cultural 
history. In a much debated book published in 1973, the literary theorist 
Harold Bloom put forth a theory of poetry pivoting on the idea that, be-
cause texts originate necessarily in contact with other texts, and new poets 
are irremediably influenced by a small group of masterful forebears, poetic 
history is indistinguishable from poetic influence. Writing, accordingly, is 
a struggle of the young poet against the old masters, a sort of anxiety-laden 
oedipal conflict of the artist precisely with those precursors whom he or 
she most admires, motivated by the desire to “clear imaginative space” 
for himself or herself, the final outcome being a systematic creative mis-
interpretation (“misprision”) of previous texts. Great writing—as Bloom 
pointed out—“always proceeds by a misreading of the prior poet, an act 
of creative correction that is actually and necessarily a misinterpretation.”5 
As we shall see below, a quite similar dependence on the burden of exist-
ing paradigmatic theories grown out of the revolutionary insights of a few 
past masters qualifies the below-the-water-line influence argument taken 
up by the bibliometric tradition in the wake of Thomas Kuhn’s theory of 
scientific change.

The dictionary game played so far, to put it bluntly, goes a long way 
toward philosophical issues that do not in any way constitute the subject 
of the present work. To the extent that the central thread of much sciento-
metric literature is the quantitative analysis of bibliographic citation links, 
only the first of the above definitions is strictly pertinent. But the diction-
ary game is forward looking in that it suggests one of the most fundamen-
tal points to come: as the chapters in this book will extensively show, the 
vicissitudes of bibliographic citations in the bibliometric tradition would 
make no sense without the constant reference to the extra-bibliographic 
dimensions implicit in the other dictionary definitions, namely, 

1.  the juridical-prescriptive dimension (to cite following some rules of 
scientific conduct or deviating from them); 

2.  the social dimension of rewarding individual merits (to cite recognizing 
the value of a document while raising the status of its author); and

3.  the postmodern dimension of citations as literary devices capable of 
dynamically rewriting the past according to the present author’s own 
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agenda (the citation as a rhetorical tool in the social legitimation of 
scientific discourse).

Transversal to each dimension is the omnipresent, multipurpose, and 
somewhat equivocal concept of influence: the influence of people on other 
people’s lives through transactions firmly embedded in the social network 
of power relations (an echo of the primeval rootedness of the concept in 
the astrological theory of the influence exercised by the heavens on the 
course of human actions); and the influence of texts on other texts through 
the uninterrupted chains of endorsements and rebuttals linking past ideas 
with new ideas. Both facets are deeply intermingled with the creative pro-
cess of every scholarly and artistic work, but whereas Bloom’s theory of 
poetry pointed to the dismissal of any “external” history of ideas produced 
by the “wearisome industry of source hunting, of allusion counting,” in 
the realm of scientific communication surveyed by the present book, the 
stakes revolve precisely around the tracing of influences. Now the hero 
(the scientist) is still struggling, as in Bloom’s universe, to clear cognitive 
space for himself or herself, but the chances for the struggle to be success-
ful depend as much on the adherence of the final product (the scientific 
report) to a set of preestablished tenets and methodological criteria (a 
paradigm) as on the adoption of the reported findings by other research-
ers. However imperfect, bibliographic citations are the most accessible 
and visible tracks of this double movement of complying with the past 
while projecting into the future. Hence, even though scarcely anything of 
the oedipal conflict behind their production is visible in the finite product, 
it is perfectly legitimate to use them as proxies for deeper connections in 
the attempt to pick the lock on the door of scientific communication. This 
strategic position assigned to bibliographic citations throughout the bib-
liometric tradition stems directly from the way science works differently 
from other types of scholarly and artistic expression. 

Scientists do research and, at least in natural and life sciences, publish 
their results, mostly in the form of peer-reviewed scientific articles. Re-
search activity is never isolated in space and time. Rather, it implements 
techniques and concepts previously established by other scientists and 
colleagues in the same research field. A silent code of honor requires the 
acknowledgment of such dependency through bibliographic references. 
In a scientific paper, contrary to a novel or a newspaper article, citations 
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are made and must be made—or, in a worst-case scenario, appear to be 
made—to acknowledge intellectual debts. So, if used appropriately, a 
citation makes visible an intellectual link in the process of transmitting 
and re-elaborating scientific knowledge, thus working as a peculiar form 
of currency in the market of official scientific communications. The 
banknote denomination, actually, is minimal (it costs very little to cite), 
but its symbolic buying power is higher than one might expect. Through 
citations, in fact, the author debriefs and calls for the support of a host 
of colleagues and predecessors working in the same research area. Their 
presence is integral to the credibility gained by the text both for “what” 
they say and for “who” they are. Some are summoned for having sup-
plied basic methods and concepts; others, more spuriously, are called in 
to reinforce, to challenge (in a battle that is won even before it is fought), 
or simply to broaden the author’s point of view.

In the humanities, and particularly in historical and philological disci-
plines, where footnote tracing from current and past literature is still the 
most popular retrieval technique, the accuracy of bibliographic references 
and the mastering of an appropriate citation style certify the author’s 
full membership in a professional community. Footnotes, for a long 
time the natural habitat of bibliographic citations and the filter imposed 
by the author on the interpretation of their meaning, are to the historian 
nearly the equivalent of what factual and experimental evidence are to 
the scientist, and perform an inseparably cognitive and social function 
as well.6 They make tangible and verifiable the empirical foundation of 
the proposed reconstruction; at the same time, they lend authoritativeness 
and respectability to the text while furnishing evidence to the effect that, 
having inspected primary (the data to be interpreted) and secondary (other 
historians’ interpretations of the same data) sources, the rules of the game 
were obeyed, the author is consequently ready to reproduce the mode 
of knowledge production upon which the institutional survival of the 
discipline is founded. Checking whether a bibliographic note was really 
needed for the completion of a study, however, is quite a difficult task. 
Only those who are familiar with the same archival records and handle the 
same documents can, at least in principle, venture to say. And even so, the 
opportunity to cheat is always at hand. To take just one extreme example, 
Leopold von Ranke, a key figure in the eighteenth-century development 
of modern scientific history, professed the cult for archival research and 
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the direct inspection of primary sources. He restlessly countered the ques-
tionable philosophical vocation of Enlightenment historiography with the 
famous statement—actually a quotation from Thucydides—that history 
should limit itself to just reporting “how it really was” (wie es eigentlich 
gewesen ist). The manuscript of his History of the Latin and Teutonic Na-
tions from 1494 to 1514 (1824), however, raises the suspicion that he first 
composed the treatise as a whole, without worrying about philological 
matters, and then looked for bibliographic evidence to support its argu-
ments. In other words, as Anthony Grafton puts it, “he used a salt-shaker 
to add references to an already complete stew.”7

In natural sciences, where the unit of analysis is not a sequence of unique 
historical events but a set of variables related to phenomena that virtually 
anyone can observe or reproduce under similar experimental conditions, 
the emphasis on the accuracy and appropriateness of bibliographic cita-
tions is no less important. The ability to foreground one’s claims, to place 
locally generated knowledge into an intertextual framework by citing the 
right sources in the right places, helps strengthen the credibility of the 
author as an expert in the field, whereas the inability to do so may lead to 
professional failure. Such a discriminant role has a comparatively recent 
history, which unfolds in strict connection with the steadily increasingly 
critical tasks assigned in contemporary physical (and subsequently also 
biological and social) sciences to the experimental paper. Even if its ori-
gins as a literary genre date back to the late Renaissance, it was not until 
the second half of the nineteenth century that the scientific paper under-
went a series of internal transformations that gradually shaped its current 
structure, turning it into the most effective means of disclosing new ideas 
while simultaneously securing the author’s intellectual property rights 
over the reported findings. Critical changes involved also the organization 
and treatment of bibliographic data. Initially scattered throughout the text 
and devoid as much of an unambiguous reference to the cited authors’ 
works as of a precise correlation with the statements they were meant to 
support, their compilation gradually became more accurate, their format 
standardized, and the physical position aligned with the conceptual one 
(the right source cited in the right place). But here, too, as in the example 
about Ranke, the evolution generated a two-faced Janus, perfectly func-
tional in the double story told by bibliographic references henceforward. 
One is the bright story of the good guys, those who use references as they 
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should be used in the “perfect world,” namely to help the reader trace a 
certain statement back to its source while acknowledging and partially 
rewarding the contributions of colleagues and predecessors at any level, 
whether they be methods, concepts, or experimental results. The other is 
the counter-story of the bad guys, the bluffers who overcite, undercite, 
and miscite previous work so as to reinforce the persuasiveness of the 
argument or to accomplish some other nondocumentary purpose. 

As will soon become clear, a key objection raised against the value of 
bibliographic citations in the quantitative study of scientific communica-
tion is that, more often than not, good and bad guys cohabit in the same 
author, preventing external observers from answering the following ques-
tions: How much of the cited stuff has actually nurtured the scientist’s 
mind? Where is the borderline between documenting and cheating? 
Science, after all, is also a kind of writing, a set of socially recognized 
and repeated textual strategies enacted by authors belonging to the same 
community to achieve similar goals in situations perceived as similar. The 
creation and refinement of the modern literary genre of the experimental 
article, consequently, is also the creation and refinement of our modern 
concept of the experiment, and of the laboratory as the chosen place where 
scientific truths are built, by definitely linking text to a nonliterary, “exter-
nal” reality.8 So, when science came under the purview of constructivist 
sociologists in the 1970s and 1980s, any simplistic definition of the com-
municative role of bibliographic citations was jeopardized by the fading 
away of the apparently straightforward distinction between a scientific 
writing hung on the impartial reporting of laboratory experiences and 
a nonscientific (humanistic, historical, juridical, poetic) writing focused 
more on itself than on a supposedly separate piece of reality.

Beginning in the 1960s, the apparently ordinary mission of biblio-
graphic citations to repay intellectual debts became the focus of unprec-
edented attention from administrators, politicians, sociologists, and histo-
rians, and the citation started to take on a life of its own, independent of 
the documents forming its original habitat. The change took place when, 
within the tradition of information retrieval studies, increasing importance 
was ascribed to the cognitive potential of citation indexes, or at least of 
the most important one ever compiled, the Science Citation Index (SCI), 
conceived by Eugene Garfield, the founder of the Institute for Scientific 
Information (ISI) in Philadelphia.9 A citation index lists the documents 
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cited in the reference section of articles from a selected group of scientific 
journals next to the source of each citation, that is, the article or articles in 
which those documents appear among the bibliographic references. This 
seemingly straightforward operation doesn’t alter minimally the above 
dilemma of whether, in citing previous literature, the individual author is 
documenting or cheating, but affords a completely new perspective on the 
quantity and quality of information that can be mined out of the network 
of citations woven around individual authors and documents as they enter 
the publication (and citation) game. Turning the lists of references upside 
down, indeed, a citation index allows three types of operations implicit in 
the network structure of collective referencing patterns: 

1.  using a document relevant for me in the retrieving of new documents 
by authors who, like me, have judged the same contribution relevant 
and, presumably for the same or similar reasons, decided to cite it (the 
bibliographic citation as an information retrieval tool); 

2.  exploring, in qualitative and quantitative fashion, the intellectual links 
between citing and cited authors, to identify key documents in a re-
search field, to describe the structure and the dynamic modifications 
of research fronts at any given moment, and to draft a map of scientific 
specialties (the bibliographic citation as a tool of historical and socio-
logical analysis); and

3.  measuring, in terms of citation frequencies, the cognitive impact of 
individual documents, journals, and authors (the bibliographic citation 
as a tool for research quality control). 

The present book follows these three operations throughout recent biblio-
metric history, relying on a necessarily limited but representative sample 
of bibliometric literature. 

Chapter 1 leads off with a terminological discussion of the rich nomen-
clature associated with bibliometric studies in the era of digital networking 
(section 1.1). It continues with an overview of the pioneering measure-
ments of scientific literature carried out, either on speculative grounds or 
for library management purposes, within the tradition of statistical bibli-
ography (section 1.2). The extension of bibliometric techniques to science 
policy issues was largely an effect of the rise of citation indexes during the 
1960s and 1970s. The explosive growth of scientific literature, along with 
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the increasing attention of local governments to the economic potential 
of basic research, called for new investments in specialized information 
services. Simultaneously, the growth in the expense and complexity of 
experimental equipment in many fields, and the increasing constraints 
on research budgets urged technocrats to pursue a quality control of the 
research output by means of tools more refined than simple publication 
counts. Citations promised to accomplish both these objectives to the ex-
tent that they symbolized the degree of endorsement of the cited texts by 
the citing authors; hence, their statistical analysis could be employed to 
build indicators of scientific performance (section 1.3). 

Chapter 2 reviews the inspiring principles, planning stages, structure, 
and searching potential of the SCI. In sections 2.2 and 2.3 the focus is, re-
spectively, on the historical development and the structure of the database, 
whereas section 2.1 dwells on the quite ironic circumstance that what was 
going to become the main tool of the trade for scientometric appraisals 
developed from a completely different set of problems and theoretical 
concerns, namely the American tradition of information retrieval studies. 
In a period during which the efforts of most librarians and information 
scientists revolved around the choice of selective lists of subject headings 
and the perfection of semiautomatic systems of word indexing, Garfield 
designed a radically different bibliographic tool, a highly comprehensive, 
interdisciplinary, and “subject-less” index to journal literature, whose 
entries were bibliographic citations instead of keywords or subject head-
ings, and whose authorial provenance was scientists themselves instead 
of professional indexers. Apparently diverting from the mainstream of 
sociologically oriented and evaluative bibliometrics, section 2.1 features 
a synthetic overview of basic indexing and retrieval concepts in full-text 
databases. The rationale for such a digression is that information retrieval 
cannot be considered a merely accidental fellow traveler of science mea-
sures, in at least three senses: 

1.  Any large-scale research assessment exercise, as well as any map-
ping of research fields for sociological or science policy purposes, 
is heavily conditioned by the quality of the information retrieval and 
data-cleansing routines applied to the source database. 

2.  The search for quantitative patterns in the content and uses of infor-
mation systems, along with the practical implications of bibliometric 
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laws for information systems design and management, have been the 
focus of growing attention from information and computer scientists 
over the last few decades in view of the design and perfection of online 
retrieval systems.10 

3.  The very possibility of using cited references as search entries in a da-
tabase hangs on a premise that strikes at the heart of bibliometric work, 
namely the relative stability of meaning and patterns of use of citations 
within a community; conversely, the validity of citations as indicators 
of intellectual and social links between documents and authors hinges 
on a trust in the same kind of conceptual stability that guarantees the 
success of citation-based retrieval systems.

What makes particularly intriguing such a threefold coalition of informa-
tion retrieval and sociopolitical issues in the role-play enacted by citations 
on the stage of scientific communication is that an apparent weakness in 
one part turns into a strength of the other part: not all documents citing a 
previous document pertain to the same subject or field of knowledge; thus 
a potential weakness on the information retrieval side has to be recognized 
if subject relatedness is the coveted goal. At the same time, the consid-
erable overlap in the citation net among documents on different topics 
is perhaps the most visible trace of that cross-fertilization of fields and 
topics that is of paramount importance in the advancement of scientific 
knowledge. 

The disciplinary foundation of scientometrics runs parallel with the 
increasing political importance gained by citation analysis, but it could 
hardly take place without the two underpinnings unveiled, respectively, 
in chapters 3 and 4. First is a strong theoretical commitment to emerging 
trends in the history and sociology of science, above all the normative 
sociology of Robert K. Merton and the quantitative history of science of 
Derek John de Solla Price. Second is the incorporation of citation regu-
larities into the broader mathematical framework set up, from the 1960s 
onward, in connection with the discovery of hyperbolic empirical distri-
butions in information production processes.

Chapter 3 outlines the theoretical foundations of bibliometrics through 
the writings of John Desmond Bernal, Robert K. Merton, Derek Price, 
Eugene Garfield, and Henry Small. Bernal, as did Price after him, advo-
cated the application of scientific methods to the study of science itself. 
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Even more important, he legitimized the idea, currently reassessed by the 
partisans of the open access movement, that not only does the formal com-
munication system of science reflect, to a great extent, its cognitive and 
social structure, but the latter can be improved by a drastic transformation 
in the way the former organizes and disseminates recorded knowledge 
(section 3.1). The place of bibliographic citations in this undertaking 
depended, in turn, on the legitimization of its sociocognitive potential. In 
fact, a set of bibliographic citations accrued to a document is a key for 
both bibliographic control and scientometric analysis only if one admits 
that, on the one hand, scientists do not cite arbitrarily, but follow a “tacit 
rule” that imposes the recognition of colleagues’ and predecessors’ work 
(Merton’s theory of citation as a kind of peer recognition, outlined in sec-
tion 3.2); and, on the other hand, references point, directly or indirectly, to 
scientific concepts for which the citer recognizes the right of total or partial 
intellectual property to the cited (Garfield and Small’s theory of citations 
as concept symbols, discussed in section 3.3). The next section outlines 
Derek Price’s research program for the foundation of a new research field 
that could supply an empirical basis for science policy (section 3.4). 

Chapter 4 surveys the mathematical foundations of bibliometrics. Be-
tween the 1920s and 1930s, three milestone studies in the history of the 
discipline were published, respectively, by Alfred Lotka on the distribu-
tion of scientific productivity, by Samuel Bradford on the scattering of 
papers among disciplinary journals, and by George Zipf on the statistical 
properties of text corpora. From different starting points and analytic 
perspectives, the three authors formalized a set of regularities—the “bib-
liometric laws”—behind the processes by which a certain number of 
items (scientific papers, text words) are related to the sources generating 
them (authors, journals, text corpora). Their common feature is an amaz-
ingly steady tendency to the concentration of items on a relatively small 
stratum of sources. That few very productive scientists exist compared 
with a much higher number of one-shot authors; that most of the litera-
ture relevant to a research area is issued by a small number of journals; 
and that few words occur much more frequently than others in written 
(and spoken) language, were actually no secret to sociologists, librarians, 
historians of science, prosopographers, and lexicographers during the 
late 1800s and early 1900s. Lotka’s, Bradford’s, and Zipf’s laws did not 
explain why this happened. Nonetheless, the chance they offered to bring 
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a gleam of mathematical clarity into traditionally elusive communication 
patterns encouraged a good deal of empirical and theoretical work on the 
strengths and limitations of statistical measures of scientific products. On 
a practical basis, moreover, bibliometric laws put into rough mathemati-
cal terms a principle that is at the core of the extra-bibliographic uses of 
citation data, both in information systems construction and in science 
management: in modeling an information production process, few ele-
ments are sufficient to account for the structural properties of a complex 
of many elements. In sections 4.2, 4.3, and 4.4, the significance of the 
three laws for the subsequent development of bibliometrics is explicitly 
addressed. Bradford’s Law, in particular, spurred information scientists’ 
desire for a rigorous mathematical treatment of the complex of informetric 
regularities (subsection 4.3.1) and met with an important application by 
Garfield, who relied on citation analysis to extend its validity to the global 
network of scientific journals (subsection 4.3.2). The conceptualizations 
of scientific literature’s growth dynamics and aging processes grown out 
of Derek Price’s work are reviewed, respectively, in sections 4.5 and 4.6. 
Section 4.7, then, is fully devoted to the search for a mathematical founda-
tion of bibliometric laws performed, from the late 1950s onward, in the 
writings of several authors.

Chapters 5 and 6 delve into the extra-bibliographic uses of bibliographic 
citations in sociology, history, and science policy and management. Here 
citations are taken as indicators of something more than a sheer subject 
relationship: cognitive and social structures, intellectual kinship or influ-
ence, and research quality. An indicator, in general, is anything but a plain 
object: it is a construct derived from a mathematical operation (usually ar-
ithmetical) on the data aimed at capturing, in a convenient and simplified 
fashion, an aspect or dimension of a system that, because of its original 
complexity and multidimensionality, escapes any clear-cut global repre-
sentation. Citation-based indicators, specifically, are supposed to reflect 
important aspects of the science communication and reward system but, 
in addition to the multiplicity of ways they can be constructed from within 
different reference frameworks, their building blocks, bibliographic cita-
tions, are by themselves multifaceted data, whose ability to represent 
sociocognitive transactions cannot be taken for granted.

Chapter 5 highlights the main applications of citation indexes to the 
history and sociology of science. An analytic tool alternative to citation 
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analysis for mapping the dynamics of science and technology is outlined: 
co-word analysis, developed during the 1980s at the École Nationale 
Supérieure des Mines of Paris. Particular emphasis is placed on the 
non-Mertonian rationale of the mapping technique, which builds on the 
assumption that facts reported in scientific articles are constructed and 
shaped according to the interests and strategic positions advocated by re-
searchers and institutions in the endless rearrangement of their sociocog-
nitive networks (section 5.1). The next section lingers over Garfield’s 
algorithmic historiography and the conceptual issues arising from any 
attempt to capture, via bibliographic links, the influence exercised by a 
paper (or an author) over another (section 5.2). At a deeper layer, citations 
have been asked to perform an even more difficult job. It can safely be 
assumed, in fact, that an article citing two documents in its bibliography 
establishes some kind of association between them. But if, as usually 
happens in a tightly defined scientific or technical field, other articles 
use the same association, co-citing the same documents in a statistically 
significant way, then it might also be expected that the association is 
something more than a coincidence, hinting at the conceptual structure of 
the field. If the frequency of co-citation measures the degree of affinity 
(conceptual, methodological) between documents as it is perceived by the 
group of citing authors, and if frequently cited documents are the equiva-
lent of key concepts or methods of a discipline, then co-citation analysis 
may be used to trace the map of relationships among these documents/key 
concepts, to outline and graphically visualize the structure of a research 
field, its connections with other fields, and its articulation into subfields 
and new research fronts. The basic technical steps required to build a co-
citation map are outlined in subsection 5.3.1, along with some crucial 
issues raised by a pioneering model of co-citation mapping developed 
by Small and Griffith at the ISI. Next, the possible utility of bibliometric 
maps in providing a concrete, operational meaning to Kuhn’s construct of 
scientific paradigms is tackled (subsection 5.3.2). Kuhn’s theory of scien-
tific development strongly influenced bibliometricians, in that it prompted 
them to seek empirical evidence of paradigm changes either by matching 
the idea of drastic, conceptual switches in the history of science against 
mathematical and empirically testable models of scientific growth, or by 
tracing the documentary roots of a paradigm, the “exemplary documents,” 
by means of bibliometric techniques. 
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Chapter 6 surveys the uses and abuses of citation indexes in the evalu-
ation of scientific research. Faced with the crisis in traditional peer re-
viewing, the number of citations accrued to a document has often been 
welcomed enthusiastically as an unobtrusive indicator of the quality of 
its author’s work, an antidote against funding and academic rewarding 
criteria governed by obscure logic and personal favoritism. As such, 
though, it has caused misunderstandings and misuses, above all the habit, 
widespread in European universities, of associating the number that ex-
presses the citation impact of the journal wherein an article was originally 
published to the article (and the author) itself. The debate on the improper 
uses of the journal impact factor, about which Garfield himself com-
plained on more than one occasion, is documented in section 6.1. Severe 
methodological issues, however, also come up when, moving from the 
journal to the individual author, scientific quality is carelessly identified 
with the number of citations settled on the publications of a single scien-
tist (subsection 6.2.1). The elusiveness of concepts as diverse as quality, 
impact, and influence imposes extreme caution in the use of bibliometric 
data to assess individual performance. That’s why avant-garde bibliome-
tricians have promoted more sophisticated conceptual and analytic tools 
for the handling and interpretation of citation data. The overview of such 
tools, conducted in subsection 6.2.2, revolves around four milestone re-
search programs in evaluative bibliometrics, developed, respectively, by 
Francis Narin’s team at CHI Research (now ipIQ); Ben Martin and John 
Irvine at the Science Policy Research Unit (SPRU), Brighton; the Infor-
mation Science and Scientometric Research Unit (ISSRU) at the Library 
of the Hungarian Academy of Sciences, Budapest; and the Leiden Group 
at the Centre for Science and Technology Studies (CWTS). A common 
denominator of advanced bibliometric projects is the tendency to over-
come some of the technical and conceptual problems of citation analysis 
by selecting a collective instead of individual unit of evaluation (univer-
sity, faculty, department, research group, country) and by integrating sta-
tistical analysis with a set of methodological remarks aimed at specifying 
the context and conditions of applicability of bibliometric measures. The 
case study of patents, introduced in section 6.3, illustrates exemplarily 
how the strategic value of citations in research evaluation and business 
intelligence is inseparable from the ambiguity inherent in the process of 
their generation.
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Chapter 7 delves into the basic issues raised by the use of citation sta-
tistics for sociological and political purposes: Is the Mertonian normative 
theory of citing still defensible if the actual role played by citations in 
carefully defined samples of scientific literature is examined (section 7.1)? 
What do citations have to say about the stratification system of science? 
Do higher citation rates amount to (or prepare) outstanding intellectual 
achievements in any meaningful way (section 7.2)? To what extent does 
the status of the contemporary scientific author, vexed by the explosion 
of multiauthorship in many disciplines, undermine the full intellectual 
responsibility of a scientific contribution, thereby destabilizing the final 
destination of every citation count for political-administrative purposes 
(section 7.3)? The attention constantly devoted by sociologists and infor-
mation scientists to the citing behavior of scientific authors, in the hope 
of gaining a deeper insight into the complex mechanism of the citation 
process, is documented from four distinct perspectives: the reasons to cite 
propagandized by the authors themselves in questionnaires or interviews 
(subsection 7.1.1); the analysis of the content and context of citations in 
relation to the argument they are supposed to underpin (subsection 7.1.2); 
the discrepancies between what authors and texts say on citations and the 
actual behavior of scientists as emerging from “ethnographic” accounts of 
laboratory life (subsection 7.1.3); and the effort, manifested by many pub-
lished mathematical and empirical models of citation behavior, to “count 
the uncountable” anyway and in spite of all evidence against its very pos-
sibility “constructed” by “constructivist” theories (subsection 7.1.4).

Chapter 8 addresses the status of bibliographic citations in the universe 
of the World Wide Web, wherein they accomplish two main tasks. First, 
they keep connecting scientific papers just as the traditional lists of refer-
ences did in the paper world, save that now papers are in digital format 
and a bibliographic link between any two of them is also, for the most 
part, a physical link between their respective full-text versions. Second, 
to the extent that hyperlinks between web pages may be considered 
high-tech versions of bibliographic references, they form the connective 
structure of the medium itself, the World Wide Web. This dual personality 
accounts for the two paths taken by citation analysis in the new environ-
ment: the design of automatic indexing systems for citation data scattered 
in e-journals and open archives (the story of CiteSeer and Citebase is 
told in subsection 8.1.2); and the application of bibliometric methods to 
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the study of the hyperlink network of the World Wide Web. The former 
path has opened the way to an entirely new array of issues concerning 
the extension of impact metrics on scientific documents freely available 
via open access journals and disciplinary or institutional repositories; one 
related question, for instance, is whether the open access to scientific 
literature increases its citation impact (subsection 8.1.1). The latter path 
is, in turn, split into three main directions of inquiry, each embedded in a 
specific disciplinary tradition: complex network analysis in the wake of 
statistical physics (subsection 8.2.1), hyperlink network analysis in the 
tradition of social network analysis, and webometrics in the mainstream 
of information science (both reviewed in subsection 8.2.2). 

The reader should be advised that, just as much work in evaluative 
bibliometrics is empirical in nature, there is also a bibliometrics for bib-
liometricians, which wends its way through complex statistical reasoning 
and in-depth mathematical modeling, but any introductory treatment can’t 
do justice to either the empirical or the mathematical conduits. On the 
empirical side, it should be remembered that statements such as “evidence 
exists that . . .” and “studying the literature of . . . the author empirically 
demonstrated that . . .” are never to be understood to be absolute; empiri-
cal evidence, even more so in the social sciences, is the final product of 
carefully planned studies exhibiting a high variability in research design 
and methodology. Hence it is always “controlled” evidence, shored up by 
a specific research question, by a set of (theoretical, methodological) as-
sumptions about the phenomena under investigation, and by the resolution 
of the observation instruments (bibliographic databases, citation indexes, 
mapping software, surveys, and the like). An interesting and somewhat 
extreme example of this point is given in subsection 6.2.2, which outlines 
the debate on the alleged decline of British science taking place throughout 
the 1980s and the 1990s. On the abstract modeling side, it is worth stress-
ing that, even though mathematical reasoning is an essential part of current 
bibliometric research, a book pretending to reproduce even the smallest 
part of it would inevitably run the risk of losing itself in the details of the 
formalism. Hence, save for the oversimplified algebraic expressions of the 
historical bibliometric laws, any mathematics has been removed also from 
the places where it would constitute the only possible way to synchronize 
one’s mind with the game actually played by militant scientometricians. 
Concepts like those of probability distribution and stochastic models, 
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nonetheless, occur so frequently in bibliometric parlance that a purely 
qualitative grasp of their meaning is highly recommended. Having this in 
mind, one might wish to give section 4.1 a cursory glance before reading 
the other chapters, because it discursively reviews some basic constructs 
preliminary to the understanding of the significance of bibliometric laws 
for the quantitative studies of science. 

The volume and thematic variety of bibliometric literature piled up 
over the past forty years would make absurd and perhaps even useless any 
item-by-item approach. Exclusion and inclusion criteria have been con-
sequently adopted quite systematically. One notable exclusion, motivated 
by the infancy of the subject, concerns the recent flourishing literature 
on the structure, coverage, and scientometric potential of the two main 
competitors of the SCI in multidisciplinary citation indexing: Scopus and 
Google Scholar. A second, more radical omission, partially justified by 
the conviction that the most important trends and contributions to the dis-
cipline leak out through a limited number of well-established international 
journals, is the bibliometric literature published in non-English-language 
sources. As to the inclusions, besides the milestone papers and books 
marking an undisputable turning point in the history of the discipline, only 
those references are cited that either were deemed representative of origi-
nal research lines or turned out especially pertinent to the points made 
from time to time. The approach to the subject is partly descriptive, some-
times perhaps even didactic if basic concepts and techniques have to be 
introduced, partly critical when the relative strengths and weaknesses of 
those concepts and techniques are discussed from a broader perspective. 
A preferential treatment, however, is reserved for monographs and review 
papers enabling the reader to quickly locate previous work relevant to 
each topic being discussed. This choice is in tune with the book’s three-
fold rationale: 1) introducing nonspecialist readers to a variety of issues 
and resource materials, which they can then pursue in greater depth if they 
wish; 2) promoting a polyphonic perspective on quantitative evaluations 
of scientific research so as to avoid the equally biased extremes of total 
rebuttal and uncritical acceptance; and 3) injecting an even minimal dose 
of bibliometric-enhanced reflection on the complexity of science evalua-
tion criteria into areas, like the Italian university system, still largely af-
fected by nepotism and the arrogance of self-regenerating “old boy” and 
“young boy” networks.
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A scientist is not simply a gifted person engaged in the production of new 
knowledge claims through scientific publications. More prosaically, he or 
she is an individual growing out of a singular, substantially irreproduc-
ible sequence of biological, biographical, and historical circumstances. It 
might be reasonably contended, therefore, that a comprehensive measure-
ment of science should be performed at different layers, applying math-
ematical tools not only to the final output, the stylish and irreproachable 
book or journal paper, but to any type of quantitative data somewhat refer-
able to scientific achievements. And such a claim is even more reasonable 
because an extra-bibliographic concern with science measures appeared 
in history long before the bibliometric zooming in on publications and 
citations, being the secret hope of many scholars to grasp in precise, math-
ematical terms the material conditions for the occurrence of genius and 
creativity in view of their artificial reproduction for the sake of progress.

The belief that social activities, including science, could be reduced to 
quantitative laws, just as the trajectory of a cannonball and the revolu-
tions of the heavenly bodies, traces back to the positivistic sociology of 
Auguste Comte, William Ogburn, and Herbert Spencer. The same idea 
informed several practical and conceptual achievements throughout the 
second half of the nineteenth century, including the historiographic stud-
ies by Georges Sarton and Pitrim Sorokin on the distribution of scientific 
genius in various epochs and the debate, involving Alphonse de Candolle 
and Francis Galton, over the environmental and social conditions of intel-
lectual prominence as opposed to the biological constraints dictated by 
heredity laws. De Candolle’s Histoire des sciences et des savants depuis 
deux siècles, published in 1885 (second augmented edition), contained 

Chapter One

Biblio/Sciento/Infor-metrics: 
Terminological Issues and 

Early Historical Developments



2 Chapter One

perhaps the first systematic attempt to investigate in exact, mathemati-
cal fashion some crucial indicators of scientific prominence, the most 
highly regarded by the author being the national share of scientists affili-
ated to international scientific societies. His work, however, rapidly sank 
into oblivion while, as recently pointed out by Benoît Godin, the British 
scientist Francis Galton and the American psychologist James McKeen 
Cattell were especially influential in developing a sound quantitative ap-
proach for the reduction of science to a measurable historical agency. In 
Galton’s project, measuring the distribution of excellence was a necessary 
move toward the eugenic way of re-creating the conditions for its artifi-
cial reproduction; similarly, the first edition of Cattell’s American Men of 
Science (1906), with its astoundingly simplistic rating system of asterisks 
attached to individual entries in proportion to the estimated eminence of 
the starred scholar, provided the author with raw materials for testing the 
psychological differences among individuals in view of shedding light on 
the factors behind scientific prominence.1

Eighteenth-century scientists’ concern with the statistical distribution 
of scientific merit, being primarily driven by the search for the true, mate-
rial causes (biological, psychological) of its manifestations, leaned on a 
ready-made definition of scientific value that revolved around the sealing 
of individual excellence by past achievements, such as the affiliation with 
a prestigious academy, the inclusion in a dictionary, or the opinion of 
qualified peers. Bibliometrics, on the contrary, evolved from the analysis 
of quantitative patterns pertaining to the network of scientific documents 
produced by the scientists themselves. When it searched for explanations, 
it didn’t appeal to external agents or material causes, but to the empirical 
laws of Lotka, Bradford, and Zipf. And when it met citation indexes, its 
ability to cooperate or compete with peer ratings for the appraisal of sci-
entific value opened up an entirely new set of opportunities.

1.1. HOW MANY METRICS?

“Bibliometrics,” “scientometrics,” “informetrics,” “webometrics,” “neto-
metrics,” “cybermetrics”: the metrology of scientific communication 
is rich in terms hinting at various and often indistinguishable research 
areas. An obvious temptation would be to establish a direct genealogical 
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relationship, bibliometrics leading to cybermetrics by passing through sci-
entometrics and informetrics. Actually, the question is more complicated. 
The objective of each research area is to analyze, quantify, and measure 
communication phenomena to build accurate formal representations of 
their behavior for explanatory, evaluative, and administrative purposes. 
Differences lie in the order of the factors and the boundaries of the object 
being measured.

Winking at the tradition of library studies, the term “bibliometrics,” 
coined by Alan Pritchard in the late 1960s,2 stresses the material aspect 
of the undertaking: counting books, articles, publications, citations, in 
general any statistically significant manifestation of recorded information, 
regardless of disciplinary bounds. “Scientometrics,” instead, emphasizes 
the measurement of a specific type of information, upon which a certain 
kind of value judgment—relative to the status of “scientific”—has already 
been made by someone put in charge of (and trusted for) giving it. In the 
widest possible sense, scientometrics encompasses all quantitative aspects 
and models related to the production and dissemination of scientific and 
technological knowledge. Provided some preliminary assumptions about 
what science actually is and how a true scientific achievement is to be 
recognized, scientometrics ultimately addresses the quantitative and com-
parative evaluation of scientists’, groups’, institutions’, and countries’ 
contribution to the advancement of knowledge. As noted above, published 
documents are but one of the several possible units of analysis; manpower, 
instrumentation, facilities, and economic and financial inputs and outputs 
are worth considering as well. All the same, insofar as scientometric 
investigation is carried out through publications and citations, or, stated 
alternatively, insofar as bibliometric techniques are applied to scientific 
and technical literature, the two areas of scientometrics and bibliometrics 
overlap to a considerable degree.

In conformity with one of its authoritative definitions, “informetrics” is 
“the study of quantitative aspects of information in any form, not just re-
cords or bibliographies, and in any social group, not just scientists.”3 Today 
information is a key concept in several contexts, with a somewhat mystical 
propensity to ubiquity. In the wake of computers’ and digital networks’ rev-
olution, indeed, scholars have progressively used computers and networks 
both as a tool and as a metaphor for modeling information flows at whatever 
scale and level of complexity, from submolecular systems to black holes. 
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Of course, pretending to measure information in all of its natural and social 
manifestations would be senseless. But each time such manifestations are 
recorded in any form suitable to present or future communication, they en-
ter de facto the domain of information science, and the issues inherent in the 
collection, storage, retrieval, and transmission of their symbolic expressions 
can be addressed quantitatively. At such a level of generality, bibliometric 
techniques take leave definitely of any kinship with the universe of books 
and library studies and gain full inclusion in the realm of information sci-
ence, by which it is signified that also the subset of information exchanges 
occurring in a library environment is nothing but a particular case of an 
information production process amenable to general mathematical treat-
ment. And if the generalization is to be taken seriously, then informetrics 
may be regarded as a super-set comprising all the other metrics sets insofar 
as they count some type of information. Yet a too broad definition of this 
kind also has some drawbacks, notably its scarce resolution power in neatly 
distinguishing informetric studies from other well-established research 
areas dealing with formal treatments of information processes, above all 
information retrieval.

In a digitally networked universe, “webometrics” and sister terms like 
“netometrics” and “cybermetrics” signify the extension of informetric 
methods and concepts to information transactions taking place on the In-
ternet. As long as such transactions are recorded somewhere, permanently 
or temporarily, webometrics intersects the domain of bibliometrics and, 
as long as the analysis focuses on scientific or technological cyber-traces, 
it obviously intersects scientometrics’ path too. Lennart Björneborn and 
Peter Ingwersen, two pioneers of webometrics, propose also to distinguish 
between the quantitative study of web resources (webometrics in a strict 
sense) and the more general quantitative analysis of all Internet applica-
tions (cybermetrics).4

In 1994, at the dawn of the World Wide Web revolution in scholarly 
communication, Wolfgang Glänzel and Urs Schoepflin set forth a pro-
vocative analysis of the terminological chaos reigning in the quantitative 
studies of science, putting it down to a deep identity crisis of the whole 
field.5 Stagnation in basic and methodological research, drifting apart of 
the various subdisciplines and research groups, lack of integrating per-
sonalities, passive subjection to the immediate interests of science policy, 
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and consequent reduction of scientific contents to the mere presentation of 
data sets were, in the authors’ opinion, the main symptoms of the crisis. 
Many scholars reacted to this apocalyptic scenario, arguing that, despite 
its being right on target in some respects, after all, things were not that 
bad. Fragmentation of research interests was not necessarily a sign of 
theoretical weakness, as it hinted at the coming-of-age of the discipline 
through its progressive ramifications into specialized subdomains; the 
internationalization of the field was supported by a growing institutional 
framework that reinforced the sense of professional identity while foster-
ing inter- and intradisciplinary communication and joint research projects; 
and furthermore, the steadily increasing availability of full-text scientific 
documents in electronic form and their progressive merging into what was 
going to become a universally “webbed” world of scholarship brought a 
whole set of new, interesting problems along. With hindsight, it could be 
contended that one of the alleged signs of weakness, the fragmentation 
of research objects and methodologies across subfields and the lack of an 
overarching consensus on fundamental issues, would eventually turn into 
a plus point for bibliometric studies, fostering a multidisciplinary perspec-
tive on science communication processes that is perfectly attuned to the 
steadily growing awareness of the complexity and multidimensionality of 
science itself. On the other hand, a serious and still persisting hindrance 
to a wider recognition of bibliometrics’ potential in science studies, 
seemingly understated in Glänzel and Schoepflin’s pamphlet, was readily 
traced back by Quentin Burrell to the ever-expanding gap between the 
theoretical work of mathematicians (the increasingly sophisticated mod-
els of informetric processes) and the “dirty job” of the practitioners (the 
practical implementation of the models).6

As regards the present overview, save for the terminology unequivo-
cally related to web measures in chapter 8, the terms “bibliometrics,” 
“scientometrics,” and “informetrics” are used somewhat interchangeably. 
In so doing, the fuzziness of boundaries between the above definitions is 
simply bypassed by the pragmatic stance that reviewing or discussing a 
particular knowledge claim in the quantitative tradition of science studies 
compels the reviewer to specify the (or one possible) historical context of 
its emergence, an operation largely unaffected by the way that claim is 
pigeonholed with one term or another.
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1.2. EARLY APPROACHES TO BIBLIOMETRICS: 
STATISTICAL BIBLIOGRAPHY 

Notwithstanding its spiritual aura, the cultural legacy of books and manu-
scripts has a long-established partnership with common people and landed 
property on the score of its measurability for bureaucratic, fiscal, and 
administrative purposes. To become objects of investigation in their own 
right, however, quantitative phenomena related to books and other cultural 
artifacts had to wait for the domino effect on multiple knowledge domains 
triggered by a revolution that started silently in the seventeenth century, 
when the popularity of gambling and the financial interests related to life 
insurance gave impetus to the development of probabilistic techniques 
that helped to capitalize on the uncertainty reigning in physical and so-
cioeconomic settings. Down the path toward modern scientific attitudes, 
the renowned correspondence between Blaise Pascal and Pierre de Fermat 
gave rise, toward the mid-1600s, to the mathematical theory of probabil-
ity, whose methods formed the nucleus of inferential statistics. At the end 
of the nineteenth century, statistics and the theory of probability started 
invading areas previously immune to their appeal, including the universe 
of library and documentation. Books and written records of scholarly ac-
tivity were increasingly subjected to quantitative assessment, in the hope 
of gaining either a tangible idea of scientific progress or, more modestly, 
useful indications for library acquisition policies. Initially, the product of 
this activity was labeled “statistical bibliography” and was made possible 
by the great availability of abstracting and indexing services developed, 
from the eighteenth century onward, to counter the documentary explo-
sion brought about by scientific specialization.7

In 1917, Francis J. Cole and Nellie B. Eales applied quantitative analy-
sis to the comparative anatomy literature from 1543 through 1860. Their 
declared objectives were both of a descriptive and an evaluative nature: to 
represent by a curve the documentary growth rate over the three centuries; 
to plot separately what they called “the performance” of each European 
country; to determine which aspects of the subject had most attracted the 
scholars’ efforts from time to time; and to correlate the evolution and re-
cession phases of research activity with human, economic, and social fac-
tors, such as the foundation of new scientific societies and the influence 
of prominent individuals. Their study, often credited as one of the first 
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full-fledged bibliometric investigations, reveals a conceptual framework 
firmly backed up by three assumptions central to every future project of 
science measurement.

First of all, the object: publications. Science and scientific progress can 
be sized through statistical analysis of publications because a publication 
“is an isolated and definite piece of work, it is permanent, accessible, and 
may be judged, and in most cases it is not difficult to ascertain when, 
where, and by whom it was done, and to plot the results on squared 
paper.”8 Every aspect of scientific activity not amenable to quantitative 
treatment was thereby ruled out in favor of the finite product, the dis-
embodied ensemble of discursive or numerical assertions enveloped in a 
book or journal article.

Second, the purposes: performance evaluation and mapping of scien-
tific areas. Science has a basic, transcultural unity in space and time, at 
least from the mid-1600s onward, so it is possible “to reduce to geometri-
cal form the activities of the corporate body of anatomical research, and 
the relative importance from time to time of each country and division 
of the subject.”9 In addition, statistical analysis offers a tool for mapping 
scientific research and locating the most prominent actors on the stage: “a 
sure indication of contemporary interests and activities . . . the branches 
of the subject that were attracting attention at a particular time, and what 
influence, if any, was exercised by the more important workers.”10

Third, the limits: quantitative analysis is necessarily shortsighted, as 
it imposes conventional and somewhat arbitrary choices in the dataset 
construction. This is particularly evident when choices have to be made 
about questions such as, Was Cuvier’s work to be credited to Germany or 
France? Had the year to be assigned from the publication date or from the 
date a work was actually accomplished? Furthermore, numbers alone do 
not suffice to tell the whole story about science, nor do they necessarily 
tell a true one. On a purely quantitative basis, “the author of fifty small 
ephemeral papers is, judged by figures, of greater importance than Wil-
liam Harvey, represented only by two entries, both of great significance.”11 
Therefore, any conclusion drawn from the analysis must be supplemented 
by an independent, qualitative appraisal of scientific literature’s value.

On a scale smaller than Coles’s and Eales’s, literature growth patterns 
were investigated during the early 1930s by the Japanese botanist H. 
Tamiya in the field of fungi Aspergillus and by the American agricultural 
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chemists Perry Wilson and Edwin Fred in the area of nitrogen fixation by 
plants. Both studies attempted to capture in mathematical fashion what 
Wilson and Fred called the “biological properties” of scientific literature, 
and both found a plausible solution in a logistic curve quite similar to the 
one made popular three decades later by Derek Price. It expressed in pre-
cise terms the simple observation that the growth rate at any given time is 
roughly proportional to the extant total production, until an upper limit or 
saturation point is attained.12

In the first half of the twentieth century, Western science was perceived 
by many scholars as a markedly cumulative enterprise, an uninterrupted 
sequence of steps toward progress and civilization, to the point that a 
physical arrangement of landmark books in a library, or, alternatively, the 
careful chronological organization of their records in several subject bib-
liographies, could well be deemed to represent the evolution of scientific 
knowledge. Thus, having gauged the annual growth of published scientific 
papers in a catalog of the Royal Society of London and the distribution 
of scientists by discipline in thirteen years of the International Catalogue 
of Scientific Literature, E. Wyndham Hulme, librarian at the London Pat-
ent Office, claimed a deeper cognitive value for his effort than that of a 
simple scanning of catalog entries: “If civilization,” he argued in 1922, “is 
but the product of the human mind operating upon a shifting platform of 
its environment, we may claim for bibliography that it is not only a pil-
lar in the structure of the edifice, but that it can function as a measure of 
the varying forces to which this structure is continuously subjected.”13 To 
Hulme, the process of civilization kept pace with scientific specialization. 
Therefore, by classifying all the books in the world according to some 
universal criteria and ordering them chronologically within each class, 
a reliable bibliographic picture of the human mind’s evolution could be 
worked out.

In the hands of librarians and information scientists, the idea that the 
macrocosm of human knowledge is mirrored in the microcosm of the 
library had to cope with the practical constraints imposed by tightening 
budgets and lack of physical space against an ever-increasing volume of 
potentially relevant purchasable documentation. That is why someone 
started to consider the possible advantages afforded by a quantitative in-
sight into library collections, catalogs, and bibliographies. In 1927, wish-
ing to improve upon the library acquisition policies at Pomona College in 
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Southern California, P. Gross and E. M. Gross felt that it was no longer 
sufficient to “sit down and compile a list of those journals which one 
considers indispensable” because “often the result would be seasoned too 
much by the needs, likes and dislikes of the compiler.” So they tabulated 
3,633 bibliographic references from one year of the prestigious Journal 
of the American Chemical Society and ranked the cited journals by the 
number of citations received “in such a way that the relative importance 
of any single periodical for any five year period can be seen.”14 In addi-
tion, they emphasized that the sheer total citation count was not the only 
reasonable criterion to be taken into account for journal selection, because 
the age distribution of references furnished a similarly important index of 
utility: the number of citations being equal, journals receiving citations to 
the most recently published articles ranked higher because “the ‘present 
trend’ rather than the ‘past performance’ of a journal should be considered 
first.”15 In so doing, the Grosses established an equation between quality, 
citation rates, and time distribution of citations that would revolutionize 
the way information scientists sized information for library management 
and research evaluation purposes. Similar studies were performed during 
the late 1930s and the 1940s, among others, by Husley Cason and Mar-
cella Lubotsky for psychology, Hermann Henkle for biochemistry, and 
Herman Fussler for physics and chemistry,16 while Charles Gosnell tried 
to express mathematically the “life expectancy and mortality” of library 
materials implicit in the Grosses’ criteria. Having examined the publica-
tion date of references in three standard lists of books for college libraries, 
he came to an exponential formula for which “some of the simplest and 
most satisfactory analogies may be found in the field of radioactivity and 
the decay of radioactive substances.”17

Meanwhile, a new window on information measurement was opened 
by Paul Otlet, father of European documentation and cofounder with 
Henry La Fontaine of the International Institute of Bibliography (1895). 
Otlet clearly distinguished bibliometrics from other forms of statistical 
enquiries applied to the records of human knowledge. In a section of the 
Traitée de documentation (1934) entitled Le livre et la mesure—Bibliom-
etrie, he celebrated “the measure” as a superior form of knowledge and 
envisaged the development of a subfield of “bibliology” entirely devoted 
to the organic collection of measures related to documents of all kinds.18 
Whereas statistics dealt chiefly with external measures of output—i.e., 
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number of published and printed books; number of editions; distribution 
of libraries, booksellers, prices, and so on—bibliometrics focused on the 
internal aspects of a text and on its influence on people and society, one of 
its purposes being to “determine the place, time and, insofar as the readers 
are concerned, the probability for texts to be read, hence for exerting their 
action on the society.”19 This is, in current terms, a problem of impact, and 
Otlet addressed it by the resolution of texts into atomic elements, or ideas, 
which he located in the single paragraphs (alinéa, verset, articulet) com-
posing a book. Each paragraph conveys a simple but complete concept, so 
the ultimate question was, How can the transmission of elementary ideas 
from authors to readers be measured in the light of this one-to-one rela-
tionship between the molecular structure of texts and that of ideas? Had 
citation practices been more developed at that time, and had he admitted 
the possibility that elementary ideas embedded in single paragraphs could 
be conveyed, in a synthetic fashion, through a bibliographic reference, we 
would probably talk of him as the main inspirer of later theories on the 
cognitive potential of citation indexes.

The interest of early statistical bibliographers in the valuable amount 
of extra-bibliographic information hidden in bibliographies, as well as 
Paul Otlet’s visionary outline of a wide-ranging bibliometric project, were 
neglected for many years. It was not until the post–World War II period, 
indeed, that the suitable historical and cultural conditions for making sci-
ence measures a desirable, if not necessary, job came about.

1.3. THE BIRTH OF EVALUATIVE BIBLIOMETRICS

“We can say,” wrote Derek Price in 1963, “that 80 to 90 percent of all 
the scientists that have ever lived are alive now.”20 In those years, science 
appeared an essentially cumulative, collaborative, and above all contem-
porary enterprise, wherein the essential had happened from Einstein on-
ward and the entire process had been gradual yet inexorable. The fatalism 
inherent in this perception made progress an almost necessary and predict-
able effect, to the point of asserting that “if Michelangelo or Beethoven 
had not existed, their works would have been replaced by quite different 
contributions. If Copernicus or Fermi had never existed, essentially the 
same contributions would have had to come from other people. There is, 
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in fact, only one world to discover.”21 The occurrence of independent mul-
tiple discoveries, that is, similar discoveries made quite simultaneously 
but independently by different scientists in different places, confirmed the 
inexorability of scientific advance. Given certain environmental condi-
tions, some theoretical acquisitions seemed bound to occur sooner or later, 
regardless of the credit being awarded to a particularly brilliant individual 
or to a multitude of less prominent researches functionally equivalent to 
the individual genius.

World War II had shown that science and technology could be con-
trolled, manipulated, and directed toward specific goals. An efficient 
organization of the scientific and technological information system was 
thus expected to play a decisive role also in peacetime, when it could 
provide additional value to any national policy striving to promote eco-
nomic growth. Science, by that time, had climbed over the ivy-covered 
walls of academia, joining its destiny to that of industrial capitalism and 
national economic policies. Postwar governments and industries fostered 
the creation of private laboratories and reserved larger portions of their 
budgets for contracts and grants to universities and research institutes. 
A standard interpretation of this transformation holds that, with wartime 
expansion of industry and government-funded research, the era of “big 
science” officially began. Physicists and life scientists were the prime 
ministers of the new regime, thanks to a series of long-range projects sup-
ported by large experimental facilities employing hundreds of scientists 
and costing hundreds of millions of dollars. From the Manhattan Project 
and the massively funded research on penicillin at the dawn of the new 
antibiotics industry to the Collider Detector experiments at Fermilab, the 
Hubble space telescope, and the Human Genome Project, all the way to 
the recent National Nanotechnology Initiative injecting vital funding into 
nanoscience and engineering research, breakthrough science has since 
relied steadily on expensive equipment operated by cross-national teams 
of highly specialized personnel. Fragmentation of competences, new loci 
of scientific production, and increased funding, however, entailed also a 
higher volume of information to access as quickly and effectively as pos-
sible. Hyperspecialization was one immediate response to the information 
overload, but it did not relieve researchers and information scientists of 
the burden to cope with an exponentially growing body of increasingly 
complex literature. After all, though apparently inexorable, progress had 
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to be supported and, if possible, accelerated by means of adequate tools 
for the storing, diffusion, and retrieval of information, a concern already 
evident, in the immediate postwar period, in the strong commitment to 
information management issues of the Royal Society Conferences held in 
1946 and 1948.

Following the 1957 launching of Sputnik by the Soviet Union, the 
political interest in scientometric indicators grew rapidly. The Soviet 
breakthrough had thrown into relief the undeniable circumstance that the 
liberal U.S. model was failing to adapt to the new scenario with the same 
rapidity as the nonliberal one of the opposing block. The Soviet Union, 
unlike the United States, had for some time mastered a bureaucratic ap-
paratus for the control and orientation of scientific research; in its eco-
nomic and fiscal planning regime, measuring scientific and technological 
research in terms of documentation produced and used by scientists was a 
strategic goal, one of the many ways to consolidate a centralized control 
over intellectual and material activities. Scientometrics, from this point of 
view, can be regarded mostly as a Soviet invention. In the late 1950s, two 
influential scientometric research programs were pioneered, by Gennady 
M. Dobrov at Kiev and by Vassily V. Nalimov at Moscow. Whereas the 
former had solid institutional roots and a clearly policy-oriented imprint, 
the latter revolved around Nalimov’s cosmic-eye view of science as a 
“self-organizing information system, ruled by its information flows,”22 
and structurally embedded in uncertainty, a system that could hardly 
be mechanistically oriented toward specific goals but nonetheless was 
amenable to strict quantitative analysis. Such a view, while fostering the 
development of what he came to define as a “cybernetic” attitude toward 
science studies, kept him from blindly retiring into the shell of a purely 
technical approach, as it underpinned the conviction, unfortunately dis-
missed by most later scientometricians, that quantitative analysis ought 
not to be separated from a philosophical investigation of science’s logical 
development. Following Derek Price’s lead, Nalimov used simple math-
ematical tools to model international scientific growth and suggested the 
term naukometriya (“scientometrics”) for this kind of inquiry in 1966 and 
1969.23 At around the same time, he also enthusiastically welcomed the 
start-up of the SCI as the advent of a new age in the history of science, 
because it filled the traditional gap between historical facts and abstract 
speculations, a step comparable, in his opinion, to the appearance of the 
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first chronicles that had made possible the documented history of ancient 
human societies.24

Reaction in the United States to Sputnik materialized in intensified 
efforts to enhance national scientific information systems’ quality and 
efficiency, as testified by the 1958 International Conference on Scientific 
Information, sponsored by the National Science Foundation, the National 
Academy of the Sciences, and the American Documentation Institute (the 
future American Society for Information Science). On the institutional 
level, that effort resulted in the creation of the National Aeronautics and 
Space Administration (NASA), the Advanced Research Project Agency 
(ARPA), and the Organization for Economic Cooperation and Develop-
ment (OECD). The OECD, born in 1961 from the ashes of the Marshall 
Plan, was the main catalyst for the development of national science and 
technology policies in industrialized countries, supplying, under the 
leadership of the United States, Canada and Great Britain, standards and 
widely accepted methodologies for local and comparative international 
statistics. Nonetheless, at least initially, governments didn’t pursue the 
social control of research activities. Their attention focused on the input, 
the human and financial resources devoted to research and development 
(R&D), rather than the output, the achieved results. Increasing the na-
tional expenditure for research and development remained the primary 
goal of politicians and administrators, who continued to treat science by 
and large as an independent, self-governing machinery inexorably run-
ning toward progress. This attitude, already perceptible in the renowned 
report The Endless Frontier (1945) by Vannevar Bush,25 is well reflected 
in compilations like the Frascati Manual and later the Oslo Manual 
and the Canberra Manual, which shared with Bush’s report the basic 
assumption that scientific progress originates from the free interplay of 
free intellects, and that the institutional independence of science had to 
be preserved if its socioeconomic promises were to be fulfilled. Govern-
ments, accordingly, should limit themselves to funding basic research 
without worrying about issues of productivity and impact. Scientists 
would do the rest alone, entrusting internal quality control to the well-
tested peer-reviewing system. As a result, the early R&D measurements 
disdained bibliometric indicators on the ground that the complex interre-
lationships among science, technology, economy, and society, for which 
those indicators allegedly provided a shortcut, were actually too complex 
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to be captured in a simplified fashion, given also the lack of pertinent 
international guidelines.

It is precisely here, at the crossroads where a deeper concern of policy-
makers with science and the increasing complexity of the documentation 
process intersect, that the unusual political story of Eugene Garfield’s 
SCI starts. As we shall see in section 2.2, after 1961 the project for an 
interdisciplinary, citation-based index of scientific literature, besides 
becoming technically feasible, acquired political desirability and cultural 
credibility. Bibliographic references linked documents and authors in ac-
cordance with the commonly perceived dynamics of knowledge produc-
tion: scientists pursuing new knowledge cite previous documents from 
which they drew significant concepts, thereby raising the cognitive and 
social status of cited authors. Hence, in addition to facilitating literature 
research, citations promised an unobtrusive measure of the impact of cited 
documents (and authors) on citing documents (and authors). Needless to 
say, for how science was perceived at that time, impact always implied a 
push forward, rather than a sudden stop or hesitation. Thus, by virtue of 
their supposed ability to detect influential authors and papers in the ad-
vancement of knowledge, citation indexes turned into the keystone to the 
realm of research output measurement and evaluation.

During the 1960s and 1970s, the use of bibliometric indicators to mea-
sure outcome and impact of R&D spending gained ground first in the 
United States, then in Europe, coming very soon under the spell of cita-
tion indexes. In 1973, the first of a series of Science Indicators Reports 
by the National Science Board was published, with the objective of por-
traying the status of scientific research in the United States. The Reports, 
which inspired many subsequent similar compilations outside the United 
States, comprised citation rankings among quality indicators and took 
data directly from Garfield’s SCI. The trend they inaugurated was strong 
enough to urge scholars of various extractions to make a closer inspection 
of the theoretical background surrounding scientometric indicators in a 
conference held at Stanford in June 1974. The conference proceedings, 
published in 1979 under the title Toward a Metric of Science, provided 
one of the most important sources of inspiration for the scientometricians 
to follow.26 Meanwhile, the first Western center of excellence for scien-
tometric studies, the Information Science and Scientometric Research 
Unit at the Library of the Hungarian Academy of Sciences, Budapest, 
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was established under the direction of Tibor Braun, founder and editor-
in-chief of the journal Scientometrics, in 1978. Braun’s institution played 
a central part in shaping the field of scientometrics as we currently know 
it, not only for the journal’s gatekeeping role in separating the sheep from 
the goats, but also for the ISSRU members’ commitment to the definition 
of international standards for research evaluation and, more generally, for 
its ability to connect symbolically and materially the two main tributaries 
flowing into the newborn scientometric paradigm: the Russian tradition of 
Nalimov and Dobrov and the Anglo-American tradition of Bernal, Price, 
Merton, and Garfield.

In the early 1980s, new insights into the design and application of scien-
tometric indicators to sensitive targets of research management, especially 
at the level of the research group and the academic institution, came by 
way of Martin and Irvine’s work at the SPRU, University of Sussex, and 
the Research Policy and Science Studies Unit at the University of Leiden, 
which would eventually turn into the Centre for Science and Technology 
Studies under van Raan’s headship. Ever since, quantitative studies have 
evolved into a full-fledged discipline, with its own apparatus of research 
facilities and hallmarks of excellence, which encompass the categories of 
materials collected under the following headings:

Journals. After the 1978 launching of Scientometrics, a joint publication 
of Elsevier, Amsterdam, and Akadémiai Kiadó, Bucarest, the disciplin-
ary research front relied steadily on journal papers as the primary means 
of communication. Nonetheless, given the interdisciplinary character 
of much bibliometric research and the inherent fuzziness of journals’ 
subject coverage, relevant materials were increasingly scattered in an 
imprecisely defined set of sources. In the Western tradition, as far as 
English-language publications are concerned, they range from strictly 
discipline-oriented titles, such as Journal of Informetrics and Cybermet-
rics, to notable portions of leading information science journals, includ-
ing Journal of the American Society for Information Science and Tech-
nology, Journal of Documentation, and Journal of Information Science, 
all the way to sources specializing in particular aspects of information 
processes (Information Visualization, Webology) and journals covering 
adjacent areas of scholarship that take often advantage of bibliometric 
methods, such as sociology (Social Studies of Science, Science Studies, 
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American Sociological Review), science policy and management (Re-
search Evaluation, Research Policy), information retrieval (Information 
Processing & Management), library science (Library Trends, Library 
Quarterly), and communication studies (Journal of Computer-Mediated 
Communication).

Handbooks and authoritative monographs. The basic statistical tech-
niques employed in informetric studies were reviewed by Ravichandra 
Rao in 1983 and by Leo Egghe and Ronald Rousseau in 1990. On the 
applicative side, two handbooks with a marked propensity toward sci-
ence policy issues appeared, respectively, in 1988 and 2004.27 Both 
are collections of essays from specialists of various extraction that 
present, in a polyphonic fashion, the state of the art in the main areas 
of bibliometrics at two critical stages of its historical development. In 
2005, Henk Moed’s Citation Analysis in Research Evaluation supplied 
the most up-to-date organic treatment of the theoretical and technical 
aspects underpinning the application of citation-based indicators to 
science policy and management.28 At almost the same time, Mike Thel-
wall’s Link Analysis (2004) accomplished a comparable task for the 
cybertech equivalent of citation analysis, making accessible concepts, 
tools, and techniques currently used to investigate, from an information 
science perspective, the quantitative properties of academic web spaces 
through statistical analysis of hyperlink patterns.29

Reviews, bibliographies, dictionaries. In 1976, Narin’s Evaluative Biblio-
metrics, published under contract with the National Science Founda-
tion, supplied an early comprehensive review of citation studies that 
laid the groundwork for some of the most fruitful research lines in bib-
liometrics for generations to follow.30 Then, starting in 1977 and more 
systematically from 1989 onward, the Annual Review of Information 
Science and Technology (ARIST) devoted increasing attention to the 
selective review of studies in bibliometrics and sister areas. In addition, 
after a comprehensive 1980 bibliography of over 2,000 bibliometric 
studies, other occasional bibliographic compilations attempted to keep 
under control the explosion of increasingly specialized contributions.31 
On the popularization front, an English-language dictionary of biblio-
metric terminology was issued in 1994.32

Scientific societies and international conferences. The International Con-
ference on Scientometrics and Informetrics series, launched in 1987 
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by Egghe and Rousseau with a first meeting entitled International 
Conference on Bibliometrics and Theoretical Aspects of Information 
Retrieval,33 continued to be held on a biennial basis, coming later under 
the auspices of the International Society for Scientometrics and Infor-
metrics, founded in Berlin in 1993. It has been complemented, since 
1988, by another (almost biennial) series of Conferences on Science 
& Technology Indicators, organized by the CWTS, and, since 1998, 
by the Berlin Workshop on Scientometrics and Informetrics, which led 
in 2000 to the establishment of the COLLNET international research 
network on collaboration in science and technology, and subsequently 
to an International Conference (formerly Workshop) on Webometrics, 
Informetrics and Scientometrics. A spillover of the COLLNET expe-
rience is the COLLNET Journal of Scientometrics and Information 
Management, started in 2007.

Discussion lists. The American Society for Information Science and 
Technology’s SIGMETRICS listserv is a discussion group officially de-
voted to all theoretical aspects and practical implementations of infor-
mation metrics. Its archive (listserv.utk.edu/archives/sigmetrics.html), 
spanning back to June 1999, is a valuable resource for professional and 
aspiring scientometricians who wish to keep abreast of current “hot” 
topics and new resources in the field of quantitative science studies.

Prizes. In 1983, scientometrics started to canonize its heroes with the 
Derek de Solla Price Medal, awarded to the most prominent scholars in 
the field. The first awardee was Eugene Garfield in 1984.

NOTES

1. Godin, From Eugenics to Scientometrics: Galton, Cattell and Men of Sci-
ence, Project on the History and Sociology of S&T Statistics. Working Paper 
No. 32 (Montreal: Canadian Science and Innovation Indicators Consortium, 
2006), www.csiic.ca/PDF/Godin_32.pdf; Godin, On the Origins of Bibliomet-
rics, Project on the History and Sociology of S&T Statistics. Working Paper No. 
33 (Montreal: Canadian Science and Innovation Indicators Consortium, 2006), 
www.csiic.ca/PDF/Godin_33.pdf. For an early reevaluation of de Candolle’s 
work in a scientometric perspective, see A. T. Szabó, “Alphonse De Candolle’s 
Early Scientometrics (1883, 1885) with References to Recent Trends in the 
Field,” Scientometrics 8, nos. 1–2 (1985): 13–33. On Cattell’s role in shaping the 
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American reward system throughout the first half of the twentieth century, see 
Michael Sokal, “Stargazing: James McKeen Cattell, American Men of Science, 
and the Reward Structure of the American Scientific Community, 1906–1944,” 
in Psychology, Science, and Human Affairs: Essays in Honor of William Bevan, 
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The genesis of the SCI conceals a paradox. Projected into the future, de-
signed to promote research and to advance scientific communication, Gar-
field’s index is, from a technical point of view, the direct descendant of a 
cultural model—the Anglo-Saxon legal system—firmly rooted in the past, 
in the formalism of “reasoning from precedent” (the core of legal training) 
and the conservative doctrine of stare decisis: a court judging a case has 
to follow precedents laid down by higher courts; thus, in citing authorities 
to back up new arguments, a lawyer must check if they’re still valid and 
have not been overturned by later sentences. Although tables of previous 
cases appended to legal reviews were already available in the eighteenth 
century, and a citation index of Californian sentences appeared in 1860, 
the best known application of this model is Shepard’s Citations, a refer-
ence tool started in 1873 that soon became very popular among American 
lawyers.1 Given a case debated in one of the American state or federal 
courts, the index lists all the subsequent cases reconfirming, reversing, 
or overruling the original sentence, each unambiguously identified by the 
volume and page number of the court report wherein it appeared.

Shepard’s Citations, it is worth stressing, differs from the SCI in some 
crucial respects. Aside from the object, case law instead of literature, it 
can be said to perform something less and something more than the SCI. 
Something less, because it doesn’t give the clue to a network of citations, 
hence of scientific papers tied up with basic sociocognitive links, but sim-
ply connects sentences associated with a plus or minus sign; something 
more, because in a legal index each link is unambiguously qualified by 
the mark of its validity over time, so that some sort of context analysis is 
embedded within the tool (a case is confirmed or reversed by subsequent 
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cases; the same is not necessarily true for scientific literature). An un-
derlying legal component is still preserved in the SCI, but with a unique 
meaning: the modern scientist cites to pay an intellectual debt in such a 
way that anyone can realize he or she also has a credit (cognitive, social) 
to gain, namely the priority claim of a discovery, the intellectual property 
on a new or purportedly new idea disclosed to the community of qualified 
peers. Before turning out to be a tool for sociological and scientometric 
analysis, however, Garfield’s index grew out of a tangle of issues, con-
ceptualizations, and technical breakthroughs firmly embedded within the 
intellectual tradition of information retrieval studies. To a large extent, 
in fact, the story of the birth and development of the SCI is the story of 
an obsession with the idea of finding a fresh solution to the old problem 
of retrieving relevant and useful information from a huge amount of re-
corded data.

2.1. CONTEXTUALIZING THE SCIENCE CITATION 
INDEX: INFORMATION RETRIEVAL AND 

THE “LINGUISTIC CONNECTION” 

One of the key problems faced by library and information scientists is 
how to store and organize large collections of documents so as to make 
them retrievable from as many points of view as possible in a timely 
fashion. Let’s take the concept of “document” in the broadest meaning 
of carrier of some type of information and, at the risk of circularity, let’s 
pragmatically stick to a loose definition of “information” including any 
object regarded as informative, that is, any physical expression, descrip-
tion, or representation of knowledge being communicated and somehow 
recorded. To simplify, let’s focus on a single subset of the all-inclusive 
class of documents, namely documents containing written text.

If one assumes that documents are the books stored in a library, then 
the library card catalog is the primary tool for the retrieval of a particular 
book, or a certain number of books, matching a specified set of search 
criteria, such as being written by a certain author or dealing with a given 
subject. Similarly, if documents are the pages of a book and the purpose is 
to find all pages on which a particular subject is dealt with, the alphabeti-
cal subject index is the ordinary tool for quickly finding out what page 
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number(s) correspond(s) to that subject. The two examples, though at 
different scales, show one basic feature of information retrieval systems: 
quick access to the desired information unit, whether a book on the shelf 
or a specific page in a book, entails the creation of document surrogates, 
or index terms, stored in a separate archive, serving as pointers to specific 
documents. The entries in a library card catalog, such as author names, 
subject headings, and so on, are document surrogates, each pointing to 
the physical copies of all the books sharing the particular property speci-
fied by the entry: all the books written by the same author, all the books 
on a given subject, and the like. Similarly, the words, or combinations 
of words, listed in the subject index of a book next to the page numbers 
where the corresponding subjects occur are the surrogates of the single 
pages of the book dealing with those subjects.

Indexes are a basic component of manual or computerized information 
retrieval, because in most systems the user queries do not match directly 
the collection of documents, but rather an index previously prepared by 
manual or automatic operations. In the two foregoing examples, the as-
signment to the source documents of indexing terms, whether carried 
out manually or with the aid of a computer, entails two basic, albeit not 
mutually exclusive, choices: the indexing terms can be extracted from the 
document itself (the full text, the abstract, the title), or the indexer sup-
plies them through an interpretation of the text. The first choice is obvi-
ous for indexes of author names and book titles, which do not require any 
kind of interpretation as to their meaning. But if one is willing to index 
the conceptual units embedded in the text, then things get dramatically 
complicated. Indeed, if the index words are extracted from the text itself, 
they might be of little use because the author and the user are likely to use 
different words to address the same or similar concepts. The intermedia-
tion of human indexers, on the other hand, improves the uniformity and 
consistency of indexing language, because it allows the assignment to 
each document of predefined terms or combinations of terms, called “de-
scriptors” or “subject headings,” whose formulation obeys strict semantic 
and syntactic rules. They typically draw upon a controlled vocabulary 
or a disciplinary thesaurus and, whenever they comprise more than one 
word, the combination of words follows a fixed scheme. Human index-
ing, nevertheless, although ensuring that all content-related documents 
enjoy a consistent treatment from the same indexer, does not guarantee 
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consistency among different indexers and is seriously time-consuming on 
the part of the user, who has to figure out in advance the entries of the 
controlled vocabulary.

With the advent of modern, high-speed digital computers, the idea that 
indexing, that is, the assignment of content identifiers to documents, could 
be carried out automatically so as to build intelligent and cost-effective 
retrieval systems, gained ground rapidly. Given a document collection in 
machine-readable form, the computer would be able to analyze its lin-
guistic content, generate appropriate content identifiers, and attach them 
to each stored document. User needs, concomitantly, would be identified 
and expressed in machine-readable language by Boolean combinations of 
index terms. Finally, representations of document content and user needs 
would be compared, leading to the retrieval of the matching items. This is 
what typically happens, at a higher level of technological sophistication, 
in modern full-text retrieval systems, where automatic indexing amounts 
essentially to the automatic creation of an “inverted file,” which contains 
a complete index of words for all the searchable text, each associated with 
a pointer, that is, an entry indicating the exact position of all its occur-
rences in the database of stored documents.

Automatic indexing was pursued long before the advent of digital 
computers and the inverted file structure. One might even argue that the 
current disciplinary status of information retrieval would be unimaginable 
without the key conceptual and practical developments occasioned, before 
and during the same period that witnessed the birth of the SCI, by the 
search for a mechanical solution to the problem of indexing.2 Throughout 
the 1950s and 1960s, commercial organizations pioneered the application 
of automatic indexing to small collections of internal research reports, 
thereby defining objectives and capabilities that later systems would have 
accomplished and consistently improved upon. At that time, key punching 
was the favored method for converting text into machine-readable form, 
and the mechanization of indexing profited by such cumbersome tools as 
punched cards and tabulating machines combined with various kinds of 
coding systems. The research front of information retrieval in the United 
States was not joint or homogeneous. Rather, it appeared as a good ex-
ample of Merton’s construct of multiple discoveries: many people worked 
simultaneously on similar problems using quite comparable techniques, 
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so that certain fruits were ripe and ready to be picked up by many minds 
conjuring up the same ideas within months of one another.

In the mainstream, the idea that any automatic content analysis should 
rest on the statistical properties of the vocabulary contained in the text of 
individual documents had been pursued by many researchers since the 
mid-1950s. One of the most prominent figures was the IBM engineer Hans 
Peter Luhn, who delineated the paradigm of much subsequent work in the 
field by two simple assumptions: “communication of ideas by means of 
words is carried out on the basis of statistical probability,”3 so the more 
two representations of the same document agree in terms of elements and 
their distribution, the higher the probability that they represent similar in-
formation; and “the frequency of word occurrence in an article furnishes 
a useful measurement of word significance,” while “the relative position 
within a sentence of words having given values of significance furnishes 
a useful measurement for determining the significance of sentences.”4 The 
subjects of documents, therefore, can be explicitly linked to the pattern of 
occurrences of words, and each word can be assigned a weight estimating 
its relative value as subject identifier. Excessively frequent as well as too 
rare words are likely poor discriminators of document content, so Luhn 
used Zipf’s Law to define cut-off levels for filtering out the nontopical 
words falling above or below a certain threshold frequency. Later studies 
by Gerard Salton and Karen Sparck Jones formalized this regularity, dem-
onstrating that the ability of an index term to discriminate between differ-
ent documents is somewhat inversely correlated with the number of docu-
ments in which it occurs, the best terms being those that occur frequently 
in individual documents but rarely in the rest of the collection.

Seminal experiments dating back to the 1960s, such as the SMART 
(Salton’s Magic Automatic Retriever of Text) Project and the Cranfield 
experiments, confirmed the fruitfulness of Luhn’s paradigm, definitely 
showing that, while human language is undeniably a complex system of 
communication based on the human mind’s ability to form meaningful 
associations of words in conformity with a number of fixed structures, 
“the phrase languages are not substantially superior to single terms as 
indexing devices, and . . . sophisticated analysis tools are less effective 
than had been expected.”5 Thus, in the wake of Luhn’s ideas, the term-
weighting problem and the distributional properties of language units 
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came progressively to the forefront of information retrieval research and 
experimentation.

During the 1960s and 1970s, the first large-scale information systems 
were established and the technologies for the systematic, laboratory-based 
evaluation of the merits of different automatic indexing methods con-
solidated, thereby anticipating the big collaborative evaluation programs 
envisaged by the DARPA/NIST Text Retrieval Conferences (TRECs) in 
the 1990s. Formal models were devised, accordingly, that emphasized 
the multidimensional and probabilistic character of information retrieval. 
Two stand out as most successful: the vector-space model, originally 
developed by Gerard Salton, and the multiple offspring of Luhn’s proba-
bilistic model. In the vector-space model, each document (and each user 
query as well) is represented as a vector in a multidimensional space, 
the dimension being determined by the number of unique terms in the 
document collection. Each term, in turn, is weighted proportionally to its 
degree of representativeness of a document’s content. Algebraic opera-
tions on vectors thus allow computing similarity coefficients between any 
two documents as well as between a query and a document. In the proba-
bilistic approach, term weights and similarity coefficients are computed 
alike, but the likelihood that a document will be relevant to a given query 
is grounded in assumptions of probability theory, and so is the decision 
whether a word should be assigned as an index term given its distribu-
tional behavior in the document collection.6

Despite the predominance of Luhn’s paradigm, early information 
scientists were perfectly aware of the limits inherent in the statistical 
approach. Text, after all, is more than a simple sequence of words. It is 
written in natural language, and the meaning and weight of single words 
in natural language use are context-dependent, reflecting its involvement 
in cultural and social issues. To work well in the indexing process, then, 
a machine should manage to reproduce the human indexer’s understand-
ing and processing of natural language. That’s why several information 
scientists, including Garfield before the SCI’s breakthrough, tackled the 
problem of automatic indexing with the conviction that a substantive 
help to its resolution could derive from the methods of linguistics, hence 
from the study of language as a system for communicating information. 
Since the very beginning of information retrieval studies, in fact, linguis-
tics had a say in information retrieval as long as it helped system design-
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ers reduce the ambiguity of language use through lexical, syntactic, and 
semantic analysis.

Lexical analysis. Lexical and morphological variants of terms pointing to 
the same concept have to be conflated in some way. In a well designed 
system, for instance, “encyclopedia” and “encyclopaedia” map to the 
same lexical unit, and the singular form “neutron” in a user query re-
trieves also documents containing the plural “neutrons.” The simplest 
way to achieve such conflation is suffix stripping and detection of 
equivalent stems, an otherwise ambiguous solution insofar as it doesn’t 
take into consideration the context: the root “neutr,” for instance, is as 
good to retrieve “neutron,” as it is for “neutrin” and “neutral.” Suffix 
stripping, moreover, doesn’t work in the case of multiword terms sub-
ject to syntactic variation.

Syntactic analysis. Text words in natural language are connected to form 
phrases, clauses, and sentences in accordance with syntactic rules. An 
effective automatic indexing, consequently, should implement a mod-
ule, called “parser,” capable of going beyond mere word frequency 
counts by assigning a grammatical structure to meaningful segments of 
text. Stated alternatively, an intelligent retrieval system has to learn to 
place brackets in the right places so as to drive the selection of better 
indexing entries. Statistical analysis alone can hardly accomplish this 
task. Computational linguists, on their part, have designed transforma-
tional parsers capable of identifying syntactical variations of the same 
conceptual unit, as would be necessary, for example, to establish the 
conceptual equivalence in the following two phrases: “Nicola writes 
the book” and “The book is written by Nicola.” The transformational 
approach starts from the assumption that each sentence has a deep un-
derlying structure that comes afloat in written or spoken language, and 
a set of transformational rules operates from time to time on the deep 
structure representation to produce the tangible output. The work of 
Zelig Harris during the 1950s, in particular, formed the basis for some 
practical applications of transformational grammar to information re-
trieval systems. It is worth remembering here because, as we shall see 
in the next section, Garfield’s road to citation indexing went through 
a keen reconceptualization of the linguistic difficulties in automatic 
indexing, mainly in the light of Harris’s discourse analysis.
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Semantic analysis. Words organized into syntactically ordered sentences 
carry concepts, but concepts are not, as it were, univocally “embedded” 
in words and sentences; there are words that share the same spelling 
while carrying distinct meanings (homonyms), words that point to the 
same concept despite different spellings (think of the chemical and 
brand names for the same drug), and sentences whose underlying struc-
ture can be understood in different ways, as in “I’m going to write the 
book” (“going” can indicate that I’m moving toward the destination “to 
write the book” or it can be an auxiliary indicating near future). To cope 
with semantic ambiguities at the word level, an information retrieval 
system usually resorts to field-specific dictionaries and thesauri, which 
supply semantic specifications and variant forms for single entries. In 
the most advanced applications, artificial intelligence studies introduce 
complex knowledge bases to represent the conceptual structure of a 
subject area, its main concepts, and the network of their interrelation-
ships.

In the past few years, natural language processing techniques have pro-
gressed considerably in the areas of speech recognition, question answer-
ing, and information extraction, slipping concomitantly into the world 
of commercially available databases and search engines, as testified by 
the currently widespread facilities for searching structured databases in 
natural language. Nevertheless, though recurrently invoked, designed, and 
tested by researches over the past forty years, automatic indexing systems 
based on linguistic competence have often seen their promises to improve 
information retrieval broken in the impact with experience. In this regard, 
little evidence has been produced that, taking advantage of linguistic 
methods, automatic routines can equal or outperform human skills in the 
comprehension of language for indexing purposes. Statistical analysis, on 
the contrary, has unremittingly proved its ability to perform such an im-
possible mission in a fairly acceptable, albeit approximate, fashion.

Despite the undeniable merits of statistical modeling, as the storing and 
processing capabilities of digital computers grew by orders of magnitude, 
the limits of traditional, document-oriented approaches became evident, 
and information scientists felt it was increasingly necessary to implement 
techniques for handling the uncertainty fed into the system by the user. 
Traditional measures of effectiveness in information retrieval centered 
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upon two well-known ratios, originally proposed by James W. Perry and 
Allen Kent in 1957 and later canonized by Cyril Cleverdon, who had 
argued for the existence of a generalized inverse relationship between 
them: recall, or the fraction of relevant documents retrieved out of a given 
collection, and precision, or the fraction of retrieved documents that are 
relevant. These two criteria, useful as they might be in laboratory-based 
assessments, appeared nonetheless more and more constrained by the in-
ability to capture the actual relevance of a search output, that is, the extent 
to which the retrieved set of documents meets the information needs of 
a user. User-seeking behavior and cognitive structures, consequently, 
entered the laboratory and became a variable of the utmost importance to 
study and model.

Carried to the extreme, the idea that any processing of information is 
mediated by a preexisting system of categories or concepts, hence by a 
model of the world (something sharing some properties with the world 
but also differing from it in many substantial respects), has been extended, 
by the supporters of the “cognitive” view of information retrieval, to all 
the actors participating in the seeking and retrieval operations: the au-
thors, the system architecture and interface designers, the searchers with 
their knowledge and emotional status, the indexers, and the selectors 
(publishers, editors, etc.). As a result, information seeking and retrieval 
is increasingly being characterized and modeled in terms of a multilayer, 
historically situated, and context-dependent process in which each actor 
“interacts with other actors at various levels under influence of social 
contexts and work task or interest situations over time.”7

Citation indexes supplied the above tradition of information retrieval 
studies not only with an additional, conceptually innovative tool for 
organizing the mess of extant scientific literature, but also with a new 
idea of relevance, in which the retrieving of a document perceived as 
relevant by a user is inextricably interwoven with all the previous judg-
ments of relevance embedded in the network of papers that referred 
to it by means of a bibliographic reference. And if, in the mid-1980s, 
someone endeavored to reconnect that idea with canonic probabilistic 
indexing through Bayes decision theory,8 about fifteen years later, when 
the hypertextual machine of the World Wide Web began to work at its 
fullest, the citation-driven concept of relevance applied to the network 
of hyperlinks between web pages would revolutionize the way Web 
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search engines let users quickly pick useful materials out of the anarchi-
cal universe of digital information.

2.2. DEVISING AND REALIZATION OF 
THE SCIENCE CITATION INDEX 

The story of the “bits and pieces of experience and insight” that culmi-
nated in the foundation of the SCI has been told many times, in many good 
books and papers, including Garfield’s own autobiographical accounts.9 
In 1951, the chemist Eugene Garfield entered the field of information sci-
ence by joining the Johns Hopkins University’s Welch Medical Library 
Indexing Project, sponsored by the Army Medical Library, the future 
National Library of Medicine. Here he worked on a team with Sanford 
Larkey, a pioneer in the application of machine methods to bibliographic 
control. The main scope of the project, centered on the Current List of 
Medical Literature (ancestor of the Index Medicus and MEDLINE), was 
to examine if and how computers could be used to automate the indexing 
of medical literature. In those years, given the technological limitations 
of the available calculators, their applicability to text analysis seemed 
successful only for carrying out mechanical tasks, such as compiling con-
cordances. During the mid-1940s, for instance, the Italian Jesuit Father 
Roberto Busa had started to produce, with punched cards fed into an IBM 
calculator, the index of St. Thomas Aquinas’s complete works (Index 
Thomisticus). By contrast, the goal of computerizing an intellectual task 
similar to the one performed by human indexers appeared far from be-
ing attainable. The main difficulty arose from the inability of computer 
algorithms to reproduce the intellectual process of document analysis and 
to simulate human judgment about the relative importance of the units 
composing a text.

At about the same time, computational linguistic experts were experi-
encing a similar frustration in the attempt to construct an automatic trans-
lation system. Weighing on them was the admonition of Yehoshua Bar-
Hillel, that a completely automated translation of a text could be achieved 
only at the expense of accuracy. To translate quickly and thoroughly, 
indeed, a computer should incorporate not only a dictionary, but an entire 
encyclopedia of concepts along with their multilayered relationships.10 
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Apparently, indexing was simpler than translating because it amounted to 
the extraction, from a specialized body of literature, of a carefully selected 
pool of terms to be implemented in a retrieval system by virtue of their 
representativeness of the full-text content. Yet experience raised obstacles 
of various kinds.

One possible solution, favored by the members of the Welch Project, 
was the automatic extraction of index terms from the most accessible place 
where, at least statistically, they were located: the title and abstract section 
of scientific articles. The degree of selectivity thus attainable had many 
advantages in terms of processing time and costs, but titles and abstracts, 
as soon became manifest, are often poorly representative of the document 
content, so the alleged economization was achievable only at the cost 
of losing information potentially crucial in the retrieval stage. Garfield 
felt that the full text itself had to be taken into consideration and that the 
clue for mechanical indexing should be some sort of linguistic analysis 
of the text combined with a careful consideration of the mental process 
of indexing. His acquaintance with structural linguistics, especially with 
Zelig Harris’s theories and Casimir Borkowski’s pioneering work at the 
border between linguistics and computer science, prompted him to the 
idea that, if natural language is made up of a small number of basic, ir-
reducible components, out of which all sentences can be constructed by 
proper transformations, then the grammatical structure of the natural 
language embedded in scientific texts, disclosed by automatic syntactical 
analysis, could supply the building blocks of a formal indexing language. 
This strand of research, however, ultimately met with the same constraints 
of automatic translation, above all the inability of computers to judge the 
relative importance of words and to exploit conceptual relationships lying 
outside the mere sequence of text words. Even so, the linguistic commit-
ment in the search for a new solution to the problem of automatic indexing 
affected Garfield’s subsequent work in at least three ways:11

1.  Language and structure. Garfield’s chemico-linguistic doctoral disser-
tation contained an early attempt at reducing the complexity of scien-
tific language to elementary components via a reproducible sequence 
of operations. Garfield used Harris’s analytical methods to devise an 
algorithm for the mechanical translation of chemical nomenclature into 
molecular formulas and the graphical display of structural diagrams. 
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The outcome confirmed that chemical nomenclature contains enough 
information for inferring structural properties: “[T]he basic language 
of all naming systems in organic chemistry is essentially the same 
. . . the use of different systems corresponds to the problem of han-
dling dialects rather than treatment of separate distinct languages.”12 
The search for a similar basic unity in the language of science would 
ultimately persuade Garfield that, insofar as the manifold themes em-
bedded in a scientific paper depend on the other documents it cites, an 
effective algorithmic indexing of scientific literature can be pursued by 
replacing the hidden and fundamentally unpredictable process of text 
generation with the comparatively more predictable rules governing 
the generation of citations.

2.  Integration of citation and text analysis. Later on in the history of the 
SCI, linguistic models of semantic and syntactic analysis supported 
the development of automatic keyword indexing systems, notably the 
ISI Permuterm Subject Index (PSI) and the Key Word/Phrase Subject 
Index (KWPSI), aimed at supplementing the search potentialities of 
the SCI by means of subject entries extracted from articles’ titles. The 
PSI, introduced in 1964 to overcome the shortcomings of IBM’s Key-
Word-In-Context (KWIC) system, exploited the complete permutation 
of all significant title words to produce all possible and potentially 
searchable pairs.

3.  Metatext. A third input of Garfield’s structural apprenticeship relates 
to the importance of metatext in discourse analysis. Metatext is text 
whose function is not to communicate a conceptual content but rather 
to introduce and locate it, as in phrases such as “it was found that 
. . . ,” and “these results suggest that . . .” A particular kind of metatex-
tual relationship is also the one established by a text with concepts 
not directly exposed but hinted at or summarized through the biblio-
graphic references to other documents in which they are embedded. 
Along this line, inspired by the reflections of John Desmond Bernal 
and further encouraged by the polymath Chauncey D. Leake, Garfield 
devoted a good deal of attention to the structure and communicative 
functions of review articles, namely articles that do not communicate 
original research findings but merely synthesize the paradigmatic core 
of concepts and predominantly shared assumptions whereby the state 
of the art in a particular subject area is established. Here the relation-
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ship between text and bibliographic references is metatextual to the 
nth power: the author adds a bibliographic reference to almost every 
sentence, and the sentence’s main function is to introduce and partly 
anticipate the cited document’s conceptual content with “an unusually 
definitive indexing statement.”13

The frustration with the state of the art in automatic indexing ultimately 
led Garfield to switch lanes abruptly. Rather than pursuing the dream of an 
automatic text word or subject indexing system capable of competing with 
human judgments, he tackled the entire question on a new ground by radi-
cally transforming the unit of analysis: no longer words, by themselves am-
biguous due to the dependence of their meaning on ever variable contexts, 
but bibliographic citations, whose semantic stability is ensured, at least 
within a specialized research area, by the tendency of the authors to use 
them in relation to a comparatively fixed set of concepts. In March 1953, 
William C. Adair, former vice president of the Frank Shepard Company, 
had sent the Welch Project’s staff a letter in which he suggested a well-
tried solution to the problem of automatic indexing, namely to “shepardize” 
biomedical literature, to untangle the skein of its content by following the 
thread of citation links in the same way the legal citator did with court sen-
tences. The proposal was ignored at the institutional level, but it turned out 
to be the missing link in the chain of events preceding the SCI breakthrough. 
The structure of Shepard’s Citations demonstrated definitely that, from a 
technical point of view, the automatic indexing of scientific literature could 
be performed outside the traditional paradigm of subject headings.

The 1955 article “Citation Indexes for Science,”14 whose importance 
for the foundation of scientometrics will be further emphasized in section 
3.3, disclosed the benefits and theoretical underpinnings of a citation-
based retrieval system modeled on Shepard’s Citations and outlined the 
plan of the new system along with some technical troubles to overcome. 
Contextually, by emphasizing the ability of citation indexes to reduce the 
complexity of scientific language to a manageable set of atomic units and 
to let the user run back and forth through the citation network (from the 
cited to the citing and vice versa), it linked citation indexing both with 
the below-the-water-line paradigm of structural linguistics and with the 
forthcoming extra-bibliographic uses of citation indexes in the sociology 
and politics of science.
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In the meanwhile, Garfield had successfully entered the commercial 
publishing arena, setting up Garfield’s Associates, renamed Institute 
for Scientific Information (ISI) in 1960. The company’s main business 
revolved around the recovery and practical implementation, beyond the 
biomedical field, of an idea circulating within the Welch Project: the pro-
duction of a semiautomatic information system based on the photorepro-
duction of journals’ tables of contents. This idea is the origin of Current 
Contents (CC), a bibliographic service that gradually extended its cover-
age to the areas of library and information science (1953), the manage-
ment and social sciences (1955), pharmacy and biomedicine (1957), and 
the physical sciences (1960). Current Contents enjoyed great popularity 
among researchers because, removing the congenital delay of traditional 
bibliographies, it allowed an increasingly wider audience to access, on a 
weekly basis and often ahead of print, the most up-to-date information 
on scientific journals’ forthcoming content. The popularity grew over 
the years to the point of prefiguring a condition of reciprocal dependence 
among the bibliographic tool, the publishing industry, and the scientific 
community that the SCI would ratify once and for all: listing in CC (and 
subsequently among the SCI sources) could noticeably enhance the sym-
bolic power and financial status of a journal, whose editorial standards 
should nonetheless meet ISI quality requirements for the inclusion to take 
place. Scientists, on their part, started submitting their works preferably 
to journals processed by the ISI.

A citation index had a far greater appeal for science administrators than 
journals’ tables of contents, but it also entailed a stronger financial effort. 
A series of pilot tests were performed during the late 1950s and early 
1960s, including a citation index to the Old Testament and one to 5,000 
chemical-pharmaceutical patents. All confirmed the feasibility and fruit-
fulness of the enterprise, but large-scale production required money and 
the right amount of support from the cultural and political establishment. 
The best chance came when the section of genetic studies of the National 
Institutes of Health (NIH) was requested to account for the impact of its 
own research projects. A citation index seemed tailored specifically to 
such a purpose. Thus, having noticed Garfield’s 1955 article, Stanford 
University geneticist and Nobel Prize winner Joshua Lederberg endorsed 
the plan of building a citation index for the literature of genetics and 
strongly advocated its potential benefits before the sensitive audience of a 
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presidential advisory committee on scientific information (the Weinberg 
Committee). Lederberg played a crucial role in assigning citation indexes 
the status of politically desirable objects by promoting them as an ef-
fective remedy to the flood of scientific information that was thought to 
submerge American scientists in the Cold War era. In so doing, he passed 
the SCI off as a matter of practical and political necessity, an antidote to 
the crisis that threatened the cultural identity of science itself.

In 1963, thanks to the NIH’s grant obtained through the mediation 
of Lederberg, Garfield managed to publish the Genetics Citation Index, 
quickly followed by the first volume of the SCI. The explosion of what 
should originally have been a disciplinary tool into a multidisciplinary 
index was quite inevitable if one thinks of how concretely science works. 
Genetics, all the more at that time, was a rapidly evolving field, spurred 
by the recent discovery of the double-helical structure of DNA, and with 
firmly rooted interdisciplinary connections to mathematics, statistics, and 
other domains of the physical and life sciences. Papers of genetic inter-
est, accordingly, were not concentrated in a limited number of special-
ized sources, but scattered throughout several specialized and general 
journals. In trying to develop a set of rules for automatically extracting all 
the genetics-related records from an initial, omni-comprehensive citation 
index to a multidisciplinary set of journals, Garfield realized that the by-
product, the multidisciplinary index, was even better than the initial target 
because, by avoiding artificial boundaries between research areas, it more 
effectively coped with the practical issue of retrieving relevant docu-
ments across disciplinary barriers. Furthermore, the comprehensive index 
disclosed new and promising areas of application, such as the mapping of 
cognitive networks connecting papers and authors, and the assessment of 
the impact of individual work on the scientific community, exactly what 
science policymakers and people involved in science management at any 
level were looking for.

Notwithstanding the initial support and the success of the advertising 
campaign for the broad range of uses to which citation indexes could be 
put, the funding governmental agencies didn’t accept Garfield’s proposal 
to take on the publishing enterprise, nor did they give the ISI additional 
money, so the work could continue only on a commercial basis. Starting 
in 1964, the ISI SCI was regularly issued every three months, followed 
in 1972 by the Social Sciences Citation Index (SSCI) and in 1978 by the 
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Arts & Humanities Citation Index (A&HCI). Ever since, despite a basic 
continuity in structure, ISI indexes have undergone a complete redefini-
tion of relationships and strategic alliances with the other nodes of the 
scientific communication network, shifting away from the theoretical 
background of information retrieval and entering definitively the toolbox 
of scientometrics. In the new setting, they have become as essential to the 
disciplinary survival of the host field as the telescope was to Galileo Gali-
lei’s early exploration of the moon or, to give a more appropriate idea of 
its theory-ladeness, as the synchrocyclotron has been to the discovery of 
new particles in contemporary nuclear physics. The similarity, of course, 
involves also the drawback that the degree of validity and reliability of 
the results obtained through the instrument (telescope, synchrocyclotron, 
citation index) is strictly dependent on its conceptual and technical limita-
tions.

Garfield himself actively concurred in setting the scene for the mar-
riage between citation indexes and scientometrics through the systematic 
exploration of the statistical regularities governing the citation patterns of 
authors, papers, and journals in the annual SCI files. One important by-
product of these efforts is the Law of Concentration (discussed in section 
4.3.2). A second, practical achievement is the huge amount of quantitative 
and qualitative evidence in support of the thesis that high impact science, 
namely science contained in highly cited papers or citation classics, is 
good science. This is well exemplified as much by the annual citation 
analyses of the Nobel prize winners’ work started in 1980, as by the 4,000 
Citation Classic Commentaries published in Current Contents since 1977, 
in which the authors themselves, while suggesting their own reasons for 
the flattering citation score of a specific book or paper, also had the op-
portunity to broaden the picture with further details on their personal and 
intellectual background. Most-cited author rankings were straightforward 
in equating excellence with citation impact, to the point that even the 
prediction of “Nobel class authors,” notably those highly cited scientists 
who later went on to win the prize, appeared within the reach of citation 
analysis. On the other hand, in focusing on the sparkling world of top 
class scientists, those rankings supplied many superficial readers with a 
distorted picture of the analytical power of citation analysis in the detec-
tion of scientific performance at lower levels of productivity and citation 
impact. That’s why, in the years following, Garfield himself had to spend 
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a lot of time repeating, over and over again, the refrain that “great care 
must be taken when using citation data to evaluate the impact of the aver-
age individual. Those evaluations can be both revealing and reliable, but 
only when performed properly—with expert interpretation, peer assess-
ment, and recognition of potential artifacts and limitation.”15

In 1992, the ISI was acquired by Thomson Business Information, a 
subsidiary of the Thomson Corporation, which ferried Garfield’s index 
into cyberspace. The transfer enhanced its interdisciplinary structure and 
its capability to integrate contents and analytical instruments of diverse 
origins and purposes within a common framework steadily propped up 
by the citation network. Hypertext technology eventually eliminated the 
physical separation between citation and keyword search strategies, turn-
ing them into interchangeable options for retrieving bibliographic infor-
mation from a vast array of sources hosted on ISI Web of Knowledge, the 
Web platform merging Garfield’s two creatures, the Web of Science (the 
citation indexes) and Current Contents, with the scientometric evaluation 
tools sponsored by ISI-Thomson.

2.3. “SUBJECT-LESS” RESEARCH: 
THE SCIENCE CITATION INDEX AS AN 

INFORMATION RETRIEVAL TOOL

In the operative stage, indexing citations on a large scale required a basic, 
cost-effective choice about disciplinary coverage and inclusion criteria, in 
short, how many journals to index and how to select them. The selection 
criteria were partly inspired (and justified) by Bradford’s Law of scat-
tering, specifically by Garfield’s reinterpretation of it. This fundamental 
law of information science is discussed in section 4.3. For now, suffice it 
to note its true practical significance: the core of really important scien-
tific literature, in whatever discipline, is published by a small number of 
journals; hence, it would be useless, if not financially wasteful, to strive 
for total inclusion. The problem was not so much in identifying the core 
journals in a discipline—an operation that any specialist would be able 
to perform quickly and better than anyone else—as in the definition of 
qualitative and quantitative criteria for expanding the coverage beyond 
the nucleus of “obviously” outstanding titles.
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The qualitative criteria were inspired by simple and well-established 
rules: peer judgment; publishers’ reputation; editorial staff members’ geo-
graphic distribution; authors’ curricula; and adherence to some elementary 
editorial standards, such as regularity and punctuality of issues, accuracy, 
completeness and easy-to-process format of bibliographic references, 
and inclusion of authors’ names and addresses for personal contacts. The 
quantitative criteria, quite predictably, centered on the neonate citation 
indexes, which Garfield and Irving Sher tailored to journal management 
by introducing a new citation measure doomed to set off controversy and 
misunderstandings: the impact factor (IF). The new index (further exam-
ined in chapter 6) counted citations accrued to a journal over a limited time 
span (two years) and weighted the result, dividing it by the number of items 
published during the same period.16 The short time window and the use 
of a ratio instead of a total citation count were intended to normalize the 
measure of impact for age and size, and allowed capturing, at least in part, 
the journals’ current usefulness to the scientists. Significantly, the ranking 
of journals by IF score pushed toward the top positions those primarily de-
voted to review articles, thus indirectly corroborating Garfield’s perception 
of the importance of reviews in scientific communication and their elective 
affinities with citation indexes. Though at the beginning, on the admission 
of Garfield himself, the pressure and friendliness of a publisher could decid-
edly affect the selection of a title, once set in motion, the citation machine 
became self-feeding and, thanks to the IF, could proceed automatically with 
the inclusion of new, high-quality sources. “It is difficult,” he pointed out, 
“to imagine an important journal escaping this citation net.”17

In the original print version, whose basic structure has been substan-
tially preserved after the transition to electronic and online editions, the 
SCI combined three different files: the Source Index, the Citation Index, 
and the Permuterm Subject Index, later augmented by the KeyWords 
Plus system. Separate files were also devoted to a Patent Citation Index 
(for patents cited in source journals) and authors’ affiliations (Corporate 
Index). The Source Index comprised the full bibliographic records of all 
the articles issued by the core journals whose reference section had been 
scanned for citation processing and indexing. The Citation Index listed 
in alphabetical order, by name of the first author only, all the documents 
cited in the source articles, and linked each one to the corresponding set 
of citing articles.
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It is an obvious, though often overlooked, fact that, whereas the Source 
Index’s content is limited both in format and chronological depth, because 
it comprises only papers published in the core journals fulfilling ISI jour-
nal selection policies, the Citation Index is universal, because it doesn’t 
discriminate among documents by format or publication date. That is to 
say, it includes not only journal papers, but also technical reports, theses, 
conference proceedings, and personal communications, and not only con-
temporary authors and scientists on the research front, but also Leonardo 
da Vinci, Copernicus, and Galileo Galilei, if someone ever thought it right 
to cite them. An annual cumulation of the SCI, therefore, makes retriev-
able a significant percentage of papers published in that year by the small 
set of ISI core journals (Source Index), along with a much larger percent-
age of documents published in previous years and connected to the former 
via citation links (Citation Index).

The Permuterm Subject Index exploited all possible permutations of 
title words from source articles so as to build a searchable list of natural 
language keywords. In 1990, it was enhanced by a kind of algorithmic in-
dexing, which further exploited the idea of subject affinity between citing 
and cited papers. The KeyWords Plus system, developed by Irving Sher 
out of a series of previous experiments and insights, enriched the indexed 
record of a paper with additional terms (words and phrases) appearing in 
the titles of its cited references.18

In the architecture of the SCI, keyword searches are, at best, a simple 
starting point, a shortcut to the retrieval of a relevant, seminal document 
useful to spark off the citation cycling routine. Once the seminal docu-
ment is identified, locating its record in the Citation Index grants immedi-
ate access to a list of articles citing it; then, by means of the Source Index, 
the complete bibliographic records of the citing articles are retrieved and, 
if one of them turns out especially relevant, either it or one of the entries 
in its reference section can be reused as a fresh search entry in the Citation 
Index. The relevance of the results clearly depends largely on the rele-
vance of the seminal document, but also on the citation practices prevalent 
in the research field to which the cited document belongs, particularly on 
the authors’ attitude to citing predominantly pertinent references in their 
bibliographies.

Though unfamiliar and unconventional when compared to traditional 
bibliographic tools, citation indexes make easier some search strategies 
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that usually require a considerable amount of work in keyword or subject-
oriented retrieval systems:19

1.  Methodology searches. Often, scientific authors cite documents to 
address specific methodological techniques that hardly come to the 
surface of traditional subject indexes, whose primary focus is on the 
main theme of a document.

2.  Follow-up and “state-of-the-art” searches. The citation thread is es-
pecially effective when one sets out to follow the transformation of a 
concept or technique throughout the literature, provided the document 
in which that concept or technique was described for the first time is 
used as a starting point.

3.  Multidisciplinary and interdisciplinary searches. When the subject is 
scattered throughout several research areas, a conventional solution 
would be resorting to distinct discipline-oriented indexes. In a citation 
index, instead, the disciplinary pertinence has no value because the 
thematic links emerge spontaneously, beyond conventional boundar-
ies, from the patterns of use of previous literature by authors actively 
involved on the research front.

4.  Searches by similarity. Familiar to users of current bibliographic data-
bases and Web search engines through functions like Related Articles 
or Similar Pages, the search for documents conceptually related to a 
given, starting document amounts, in a citation-based retrieval system, 
to the search for documents sharing two or more references or docu-
ments co-cited in two or more bibliographies.

Garfield has repeatedly advocated the retrieval potential of citation 
indexes on the score of their ability to restore cognitive links between 
documents that elude conventional indexing languages. The main themes 
of a publication, as expressed in formal subject headings, are undoubtedly 
significant on a macro (book) or a micro (article) level of analysis, but on 
a sub-micro or “molecular” level, where the scientist comes to grips with 
the details of the interactions between lab results and past literature, there 
are no main themes that can be easily translated into subject headings, 
but rather specific ideas or events that are connected to other ideas or 
events.20 In a citation index, the rarely found ability of profane indexers to 
recognize and bring to the surface of conventional subject headings such 
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molecular connections is replaced “by the far superior ability of the entire 
scientific community to do the same thing.”21

Since the mid-1960s, the effectiveness of bibliographic citations as 
clues to literature searches alternative or complementary to keywords 
and subject headings appeared with a certain regularity on the research 
agenda in the United States. Myer Kessler, at the Massachusetts Institute 
of Technology (MIT), was among the first to supply empirical evidence to 
the effect that bibliographic coupling, that is, the indirect link established 
between papers sharing one or more bibliographic references, entails also 
a close resemblance between the subject identifiers of the coupled papers. 
On similar grounds, cutting edge researchers in the field of information 
retrieval didn’t miss the opportunity to investigate the utility of citations 
in information systems design: Gerard Salton and Michael Lesk experi-
mented, first at Harvard and then at Cornell University, with the potential 
value added by citations to the SMART retrieval system; M. E. Stevens 
and G. H. Urban at the National Bureau of Standards, implemented cita-
tion enriched indexing in their SADSACT (Self Assigned Descriptors 
from Self and Cited Titles) automatic system; W. A. Gray and A. J. Har-
ley performed a seminal test on computer-aided indexing of MEDLARS 
records sustained by citation relatedness; and Cyril Cleverdon, though ex-
tremely skeptical about the ability of bibliographic references to identify 
the main themes of a paper, tested a slightly modified version of Kessler’s 
technique in the evaluative framework of the Cranfield studies and found 
that recall and precision for bibliographic coupling were comparable to 
those of conventional subject indexing. All these experiments built on 
the assumption that the descriptors or index terms assigned to the biblio-
graphic references cited by an author contain useful information on the 
subject content of the author’s own paper, and hence on the index terms 
that should be attached to it.22

In the 1980s, as online access to the SCI spread via several hosts, it 
became increasingly easier to compare quickly and on a larger scale 
the retrieval effectiveness of citation searches with that of conventional 
subject or keyword searches. Some empirical studies explicitly oriented 
toward the comparison of the two approaches, by Miranda L. Pao, Kath-
erine McCain, Carlos Vidal-Arabona, and William Shaw Jr., confirmed, 
on the whole, Salton’s insight that the combined use of citations and key-
words increases the performance of an information retrieval system.23 As 
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a general rule, it turned out that, while citations tend to favor precision at 
the expense of recall, with a large variability in output quality across dif-
ferent topics, if one performs the same query using alternatively keywords 
and citations, the two search strategies yield quite different, seemingly 
complementary results, with a minimal overlap between the two sets. The 
quality of a citation search, in addition, is strictly dependent on the num-
ber, quality, and selection criteria of the seed documents used to trigger 
the citation cycle. Having this in mind, information scientists have also 
tried to develop indicators for predicting the retrieval performance of a 
seed-document (for example, by its position in the source article), to in-
vestigate the optimal number of seed-documents, and to design automatic 
systems for their identification on the basis of users’ information needs 
expressed in natural language.24

NOTES

1. The historical roots of citation indexes are outlined in Fred R. Shapiro, “Or-
igins of Bibliometrics, Citation Indexing, and Citation Analysis: The Neglected 
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of Our Law’: A Story of Legal Citation Indexes,” Law Library Journal 85, no. 
1 (1993): 1–47. On the connection between legal indexes and the conservatism 
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2. A general introduction to the theory of indexing and abstracting is the clas-
sic by Frederick W. Lancaster, Indexing and Abstracting in Theory and Practice 
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1998); in particular, see chapter 15 on automatic indexing and abstracting. Com-
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After the launching of the SCI, which supplied most of the raw data for 
the construction of citation-based bibliometric indicators, and the publica-
tion of Science Since Babylon (1961), Little Science, Big Science (1963), 
and Networks of Scientific Papers (1965) by Derek Price, scientometrics 
already had a sound empirical and conceptual toolkit available. Down the 
path toward disciplinary maturity, it also established a deep kinship with 
Merton’s seminal work in the sociology of science and Thomas Kuhn’s 
The Structure of Scientific Revolutions (1962). Price and Garfield, in turn, 
openly acknowledged the intellectual legacy of the Irish-born scientist 
John Desmond Bernal in bringing forward the social, economic, and 
organizational issues integral to the project of a quantitative science of 
science. Blinded by the sparkling mathematical polish of current scien-
tometric research papers, an external, nonspecialist eye would probably 
overlook the fact that the conceptual roots of the discipline run deep into 
the insights of the above authors who, striking out in directions far beyond 
the bare analysis of the methodological and linguistic aspects of scientific 
discourse, projected the study of the structure and dynamics of research 
activity on the background of the concrete social life of scientific commu-
nities. Their legacy lives on in every subsequent social theory that takes 
communication as the nitty-gritty of science both on the informal and the 
formal sides of its concrete manifestations. The scientometric offspring 
focused resolutely on the latter and, to the extent that published scientific 
literature and its internal bibliographic connections allowed the harvesting 
and analysis of relatively unobtrusive sociometric data that lent them-
selves to empirically testable generalizations, scientometricians’ vocation 
to infer aspects of the structure and dynamics of communication processes 
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from quantitative patterns circumscribed to the formal expressions, came 
up as a quite natural extension.1

3.1. THE “RED” INFORMATION SCIENCE OF 
JOHN DESMOND BERNAL2

Bernal, professor of physics at the Birkbeck College of London since 
1937, is a leading figure in the history of science in every possible sense: 
as an actor, given his pioneering contributions to X-ray crystallography 
and molecular biology, and as a director teaching historians of sciences 
how to study and write about science in its social context. Bernal was a 
Marxist in philosophy and a communist in politics, two equally important 
attributes for grasping both his revolutionary approach to information 
science and his blindness toward the nonsense propagandized by the 
scientists of the Soviet regime. Being a Marxist, adhering to Engels’s 
dialectical materialism, he believed that science is a social affair, car-
ried out by an international community of networked researchers, and 
intimately connected to the whole range of human activities. The trust in 
such a “connected whole” and the impatience with detail, while prevent-
ing him from shutting himself up in a laboratory to work at the resolution 
of a Nobel prize–winning puzzle, influenced his resolution to devote time 
and effort to the advancement of the material conditions for the achieve-
ment of the full cognitive, social, and political potential of science and 
technology.

In contrast to orthodox Marxists, Bernal didn’t undertake to mechani-
cally reduce the existing corpus of scientific theories to dogmas rooted in 
capitalist ideology. Instead, he considered science and scientific method 
the chief promoter of social change and the foundation of all valuable 
human knowledge, whether concerning nature or society. His The Social 
Function of Science (1939), while showing traces of early Soviet inves-
tigations on the social aspects of scientific research carried out between 
the end of the nineteenth and the beginning of the twentieth centuries, 
triggered a knock-on effect of cross-fertilization between Eastern and 
Western scientometric traditions. Derek Price’s “thermodynamics” of 
science would be decisively influenced by Bernal’s objectification of sci-
ence products and his advocacy of the “need to apply science to the field 
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of administration”;3 Price’s work, in turn, would catalyze Dobrov’s and 
Nalimov’s efforts toward the foundation of a sound analytic framework 
for quantitative science studies; and the Russian commitment to such a 
project would, again, reverberate in the research agenda of the United 
States and Europe, leading eventually to a wider scholarly and political 
legitimization of Western scientometrics.

Bernal’s 1939 book, in addition to gaining the reputation of being the 
bible of the “red science” during the war and postwar periods, aroused 
the interest of Western information scientists due to its visionary pre-
figuration of a new, revolutionary information system. Interestingly, the 
author’s case for promoting this radical shift in the structure of scientific 
communication was backed up by arguments partly similar to those em-
ployed a few years before by Samuel Bradford in introducing the law of 
scattering—i.e., the inability of current bibliographic services to cope 
with the mass of documentation produced daily by researchers—and 
partly amenable to a deep understanding of the way science actually 
works. Bernal, in fact, perfectly knew what practicing scientists tacitly 
took for granted and later philosophers and sociologists would place at the 
core of modern critical theories of science: namely, that not all, and hardly 
even the greater part, of scientific communication is enclosed in published 
papers. To a larger extent, indeed, “the transference of scientific ideas 
from one set of scientific workers to another is effected by means of vis-
its, personal contacts, and letters.” Thus, even if the obstacles to effective 
documentation were removed, laboratory life would have priority over 
written reports, because “there would remain techniques which are impos-
sible to transmit without visual demonstration, and ideas too intangible to 
be put into writing, yet capable of communication by personal contact.”4 
Journal papers, nonetheless, still formed the bulk of the official apparatus 
of scientific communication, and a new organization was urgently needed 
to bring their content as close as possible to live research activity.

The revolution had to take place in two nearly simultaneous steps: a 
destruction offset by a reconstruction of something completely different. 
In the first stage, publishers’ and scientific societies’ vested interest in 
the massive publication of periodical literature would be destabilized; 
there were too many journals, too many poor-quality papers replicating 
in different journals, and too much money wasted in mirroring the (badly 
indexed) collections of existing journals. After all, as many advocates 
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of the open access movement would currently assert, “periodicals exist 
for science and not science for periodicals.”5 So, for the most part, the 
existing scientific journals had to be abolished, replaced by the set of 
all individual papers, or something quite similar to the individual papers 
detached from journals. Once the journal oligopoly was razed to the 
ground, the reconstructive effort should be directed toward the building 
of a central clearinghouse or, alternatively, a network of decentralized 
clearinghouses in close communication with one another, for the storing, 
collection, organization, and selective dissemination of scientific infor-
mation. The scientific paper sent to the central publication office, upon 
approval by an editorial board of referees, would be microfilmed, and a 
sort of print-on-demand system set in action thereafter, the master film 
to be preserved in the central archive and a certain number of copies sent 
to libraries, for the purpose of storing, and to all the scientists that, in a 
previously filled-in form, had declared their interest in the subject of the 
paper. The abstracting system, fueled by the authors themselves, would 
pursue a similar scheme, with a central set of abstract cards from which as 
many thematic subsets could be easily obtained as necessary to satisfy the 
needs of libraries and researchers. The dissemination of the new publica-
tion units should be managed by the central distribution service, which 
Bernal prefigured on the pattern of the Scientific Information Institute 
proposed in 1940 by Watson Davis for the American information system.6 
The service would ensure the delivery, to each scientist, of the sole useful 
information with the proper amount of detail: “All relevant information,” 
he pointed out, “should be available to each research worker and in ampli-
tude proportional to its degree of relevance. Further, that not only should 
the information be available, but also that it should be to a large extent 
put at the disposal of the research worker without his having to take any 
special steps to get hold of it.”7

The scientific archive’s boundaries envisaged by Bernal stretched far 
beyond the narrow domain of individual scientific papers, encompassing 
four types of records with different structures and functions:

1.  ephemeral notices of daily laboratory life, such as accounts of new 
discoveries, techniques, meetings, and discussions;

2.  handbooks and popular works on science, relating scientific progress 
to common human needs and aspirations;
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3.  “old-style” journals, serving the limited purpose of giving the latest 
news from the world of research and discussing the social impact of 
scientific discoveries; and

4.  detailed, comprehensive reports and monographs documenting the 
advancement of each singular field of science over time as well as the 
interrelationships of various fields.

A key position in this blueprint was occupied by the reports or reviews, 
which Bernal considered especially important for keeping up with scien-
tific advancement and helping administrators and technocrats map prog-
ress across different disciplines. The culture of literature reviews, which 
exercised a great influence on Garfield’s conceptualization of citation 
indexes, would ultimately find completion in the plan of a World Ency-
clopaedia pursuing, in the wake of Herbert G. Wells’s World Brain, the 
old dream of “a comprehensive and continually revised presentation of the 
whole of science in its social context.”8

It is obvious that Bernal’s destructive plan, the abolishment of scientific 
periodicals, was never accomplished. He knew perfectly well that times 
were not ripe, and perhaps would never be, for such an upset. Hence it 
is not surprising that, despite a last-minute attempt at rewording the pro-
posal of a central information system so as to render it more palatable to 
scientific societies, he withdrew the paper exposing the revolutionary plan 
from consideration by the Royal Society Information Conference of 1948. 
All the same, the idea of a central service for the selective dissemination 
of current scientific information was destined to survive, though in a 
weaker form. A couple of decades later, it was reinvented on a commer-
cial basis by Garfield, who devised an alerting and a reprint distribution 
service centered on citation indexes to promote the selective dissemina-
tion of information and to “systematize a practice common among many 
authors who send reprints to other scientists they have cited.”9

In the early stages of the SCI, Bernal served on its editorial advisory 
board. He also wrote a review of Garfield’s Index in which, though criti-
cizing the exclusion of many high-quality journals from the ISI source list, 
praised its interdisciplinary design on the ground that all great discoveries 
in science have deep interdisciplinary roots. Furthermore, he acknowl-
edged the SCI’s full potential for the history and sociology of science 
insofar as “it should enable the poly-dimensional graph on the progress of 
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science to be mapped out for the first time . . . a necessary stage in draw-
ing up or planning any strategy for scientific research as a whole.”10

3.2. CITATION AS SOCIAL REWARD: 
ROBERT K. MERTON

As of 1942, while the intellectual independence of scientists was seriously 
threatened by the nationalistic commitment to war, Merton, a professor 
of sociology at Columbia University, divulged a small set of norms sup-
posedly placed at the core of the universal ethos of science, that is, the 
complex of prescriptions, prohibitions, and values governing the preva-
lent (nondeviant) behavior of scientists at all times and everywhere.11 The 
norms were summarized under four headings: universalism, communism, 
disinterestedness, and organized skepticism.

“Universalism” holds that every knowledge claim must be checked 
against a set of preestablished, impersonal criteria; science, like myth and 
religion, aims at universal knowledge, but its universality is supposed to 
be “qualitatively” different from that of mythical tales and religious truths 
because of the way (purportedly “rational”) it is attained. “Communism,” 
antithetical to the secrecy typical of the pseudoscience of wizards and 
alchemists, involves the view that scientific results are public goods as-
signed to the community, save for the scientist’s right to be individually 
recognized and properly rewarded for the novelty of a contribution; sci-
ence is a cumulative and collaborative undertaking, so every privatistic 
restriction on its final products exposes the community to the risk of 
slowing down progress. “Disinterestedness” is the absence of economic or 
personal motivations in the pursuit of knowledge. Properly speaking, the 
norm is not for the sole use of scientists, since an artist, too, is supposed 
to operate disinterestedly, but in the case of a scientist there is something 
more than a psychological attitude: given the public and testable character 
of science, disinterestedness is embedded in a set of institutional structures 
that form a neutral, nearly police system of surveillance on the behavior of 
individual researchers to minimize deviant phenomena, such as fraud, ir-
responsible claims (quackery), and abuse of expert authority. “Organized 
skepticism,” finally, is the mandate to submit every statement or belief 
to a methodological doubt so as to check its validity against logical and 
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empirical evidence; logically inconsistent and empirically not verified nor 
verifiable arguments are banished from the realm of science.

In Merton’s opinion, the immense success achieved by modern science 
in the discovery of natural laws can be explained only if one admits that, 
thanks to this normative structure, there exists an underlying homogene-
ity and continuity among the diverse levels of the research activity. 

1.  Scientific practice, what scientists actually do at the laboratory bench, 
yields results in the form of new theories or techniques. 

2.  The results are communicated to the audience of qualified peers in the 
form of written publications, for example journal papers. Scientists are 
eager to publish to secure their priority in ideas and discoveries. Un-
like private economic interests, indeed, scientific interests are better 
protected through resource sharing: the more a work of the intellect is 
made freely available to others, the safer its symbolic property is from 
larceny and fraud. 

3.  Published articles are read and assessed by the community of peers, 
who recognize their value by citing them in their own works. The bib-
liographic citation, therefore, is the first, elementary building block of 
the reward system, an “atom of peer recognition.”12

4.  The scientific establishment benefits researchers who publish the most 
original results enhancing their social (and symbolic) status within the 
community, for instance through academic chairs and qualifications. 
Symbolic credit flows spontaneously from documents to authors, who 
convert it into social prestige and institutional power.

Merton certainly didn’t claim that scientists mechanically follow the 
above scheme in everyday work, nor that the immaculate aspect of journal 
papers faithfully reflects the operations going on in research practice, with 
its typical hesitations, deviations, and settlement strategies. Still, he main-
tained that scientists, on average, operate according to the prescriptions of 
universalism, communism, disinterestedness, and organized skepticism. It 
is not even necessary for them to believe in those prescriptions, the success 
of the enterprise depending simply on their behaving as if they did. The 
functional equilibrium thus reached by the science system informs the divi-
sion of labor peculiar to scientific communities, where power and resources 
are concentrated in the hands of a comparatively small number of individu-
als. The norms guarantee that, unlike other social systems, stratification and 
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scientific inequalities in science grow by the application of universal crite-
ria, so that the most significant contributors are also the best rewarded.

The system, unfortunately, is not foolproof, its robustness being under-
mined by the frequent emergence of particularistic strains. For example, 
when, due to deliberate fraud, errors in judgment, or simply a limited 
number of available credits, not all those who deserve proper recognition 
receive it, some get ahead to others’ disadvantage. In an influential book 
published in 1965, Warren Hagstrom put the spotlight on the social influ-
ences inducing conformity to or deviance from scientific norms and val-
ues. He pointed out that each time, in a specialty with a highly developed 
formal organization and a strong consensus about the relative importance 
of research problems, there exists a high number of people potentially 
able to solve them, the competition for recognition constitutes a major 
force of deviant behavior.13

One important symptom of illness occurs also when, regardless of their 
levels of performance and the actual value of their contributions, scientists 
already rewarded for their achievements get a higher chance of being 
rewarded once again, so that they become part of an elite group enjoying 
preferential access to scientific resources and facilities. Merton called this 
success-breeds-success phenomenon by which the rich get richer while the 
poor get comparatively poorer the “Matthew Effect,” after a well-known 
verse in the Gospel according to Matthew (Matthew 25:29, King James 
Version).14 From the standpoint of citation practices, the Matthew Effect 
entails the propensity of authors to prefer to cite works by awe-inspiring 
colleagues in the field, neglecting other less visible ones who may be just 
as (or even more) pertinent. Merton’s favorite disciple, Harriet Zuckerman, 
documented the concrete operation of the Matthew Effect in the social mi-
lieu of elite scientists, specifically the recipients of the Nobel Prize, whose 
post-prize prestige boost didn’t seem adequately justified by sustained 
excellence in research performance.15 Similarly, having investigated in 
empirical fashion the occurrence of deviant behaviors among academic 
scientists, Jonathan Cole and Stephen Cole concluded that “science does to 
a great extent approximate its ideal of universalism,” but in almost all cases 
where it departs from the ideal the Matthew Effect is at work: “People 
who have done well at time 1 have a better chance of doing well at time 2, 
independently of their objective role-performance; the initially successful 
are given advantage in subsequent competition for rewards.”16
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In bibliometricians’ hands, the Matthew Effect lost its negative social 
connotations and, prior to any involvement with the nuts and bolts of 
mathematical modeling and performance evaluation, sneaked into the 
very heart of the theory building (and justifying) process. Mathematically 
oriented informetricians (as chapter 4 illustrates in greater detail), set out 
to translate into the language of probability theory its formal resemblance 
to the mechanism responsible for the highly skewed distributions ubiqui-
tous in information science. On the evaluative side, instead, Manfred Bo-
nitz engaged in the setting up of a skewed “Matthew world” wherein the 
competition between countries for scientific leadership and their degree of 
success in promoting scientific talents becomes a measurable property of 
the global science communication system; here, thanks to one of the many 
offshoots of Garfield’s journal impact factor, the average citation rate for 
a set of articles issued by a scientific journal acts as a standard, an ideal 
“expected” citation impact, against which the positive or negative devia-
tion of each country’s observed citation impact—the share of “Matthew 
citations” referred to the same journal—can be gauged.17

Merton, who celebrated the potential of citation indexes as a new and 
long-awaited tool of sociological analysis, played a constant role as men-
tor and advisor in the perfection of Garfield’s creature, though he never 
personally worked in the field of citation theory and analysis. He also 
underlined the rudimental character of citation-based scientometric indi-
cators and insisted on possible phenomena causing the loss of significant 
data in citation analysis, first of all the “obliteration by incorporation,” 
namely the emergence of key documents so important for a research 
field that they end up embedded into the corpus of currently accepted 
knowledge, being no longer cited in references. “To the extent that such 
obliteration does occur,” he wrote, “explicit citations may not adequately 
reflect the lineage of scientific work. As intellectual influence becomes 
deeper, it becomes less readily visible.”18

Merton’s norms appeared to many later sociologists too generic to 
capture the complexity of scientific practice. Yet bibliometricians took 
them tacitly as an intellectual frame of reference for the understanding of 
citation behaviors, which could be construed, accordingly, as rational and 
therefore predictable to the extent that they were amenable to a profes-
sional ethic imposing, among other things, the recognition of individual 
credits within the collective undertaking of science.
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3.3. CITATION AS CONCEPT SYMBOL: 
EUGENE GARFIELD AND HENRY SMALL

It is commonplace, above all among detractors of citation analysis, to say 
that there are plenty of reasons to cite, so many that it would be at least 
ingenuous to think of citation as an absolute index of intellectual com-
mitment; so diverse that a Mertonian normative theory of citing seems 
to catch only a small part, if any, of the scientific authors’ citation styles. 
What detractors often forget, however, is that the citer’s motivation to 
summon up a particular document in a reference is just one side of the 
coin, the other being the cited document itself, its conceptual content liv-
ing somewhere “outside,” independently of its creator and, even more so, 
of its future or potential citers’ reasons to cite. Whatever the individual 
motives for that content being called into play by one or more citers over 
time, and whatever the specific informational unit addressed each time, in 
fact, its symbolic representation in the form of a bibliographic reference 
is inevitably set into motion by the act of citing, thus becoming an active 
node of a citation network that unfolds parallel to (and interacts with) the 
discursive shaping of scientific arguments by individual authors. Once 
caught in the network, the multiplicity of meanings that can be assigned 
to the cited document in the citing papers is somewhat constrained by the 
finite set of meanings conventionally attached to it by the members of a 
specialized scientific community steeped in a specific intellectual (and 
linguistic) tradition at a particular stage of its history.

Garfield’s 1955 article “Citation Indexes for Science” was a turning 
point in the way information scientists conceptualized the role of biblio-
graphic citations in the knowledge production process. It pivoted on the 
idea that citations are the building blocks of a language that reflects, better 
than conventional subject headings, the deep structure of scientific com-
munication, where past literature (and terminology) is in a constant state 
of reinterpretation according to transformational rules dictated by disci-
plinary practices. Bibliographic citations, unlike fixed subject headings, 
label cited documents from as many viewpoints as exist in the community 
of the potential citers. Hence, they perform a subject categorization of past 
literature that Garfield considered, on the whole, more precise and flex-
ible than conventional subject indexing insofar as it uses an unequivocal 
document pointer to address the scientists’ (and not the indexers’) units 
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of thought. But for a document, being summoned up by a scientist at the 
latest stage of a research documentation process—the disclosure of the 
findings to the community of peers—is far more significant than merely 
being indexed by a professional indexer, because it means being invoked 
as an active part of the research process behind the results being commu-
nicated. So, systematically reestablishing these connections for hundreds 
of documents is a clue to the intellectual background of a piece of research 
and, to the extent that citations are the operation of traceable authors be-
longing to traceable institutions and collaboration networks, it is also a 
clue to its social background. Taken collectively, in fact, citations connect 
cited and citing authors in sociocognitive networks open to historical and 
evaluative judgment, thereby making citation indexes useful “when one is 
trying to evaluate the significance of a particular work and its impact on 
the literature and thinking of the period.”19

In the 1970s Henry Small, a member of the research team at ISI, further 
developed Garfield’s insights into the ability of citations to mimic the 
transfer and uptake of ideas typical of more codified forms of language. 
He advocated the basic cognitive function of bibliographic citations on the 
ground that, apart from individual reasons to cite, each reference incorpo-
rates an idea or concept accounting for the citer’s resolution to invoke it in 
a specific context. The idea may or may not coincide with that of the citer, 
but, to the extent that it does, as is often the case in scientific papers, the 
reference itself can be regarded as a simple and relatively stable symbol 
of that idea, a concept symbol.20

Small borrowed the theory of the concept symbol from the British an-
thropologist Edmund Leach, who, in Culture and Communication (1976), 
applied structuralist analysis to social anthropology, starting from an as-
sumption currently taken for granted: culture, like language itself, is a sys-
tem of signs to be decoded, and each cultural phenomenon is, more or less 
consciously, a communicative process. In the wake of Noam Chomsky, 
Leach held that even the material aspects of human life could be analyzed 
for the purpose of unveiling their deep grammatical structure:

All the various non-verbal dimensions of culture, such as styles in cloth-
ing, village lay-out, architecture, furniture, food, cooking, music, physical 
gestures, postural attitudes and so on are organised in patterned sets so as 
to incorporate coded information in a manner analogous to the sounds and 
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words and sentences of a natural language . . . . It is just as meaningful to 
talk about the grammatical rules which govern the wearing of clothes as it is 
to talk about the grammatical rules which govern speech utterances.21

Simplifying the terminology inherited from the semiotic tradition, Leach 
drew a fundamental distinction in human expressive actions between 
“signs” and “symbols.” In a “sign,” the object or index that works as 
a sign of a certain entity is contiguous with what is meant (metonymic 
relation): the crown is a “sign” of sovereignty in the context of European 
political traditions; the sequence of letters “a-p-p-l-e” is a “sign” for a 
particular fruit in the context of English-language conventional usage. In 
a “symbol,” instead, there is no contiguity between the object-index and 
what it stands for, because they belong to different cultural contexts and 
the relationship between them is arbitrary (metaphoric): the crown used 
as a trademark of a brewery is a “symbol,” not a “sign” of beer; the ser-
pent in the Garden of Eden is a “symbol,” not a “sign” of evil. There is, 
however, a substantial gap between private, occasional “symbols,” such 
as those occurring in dreams or poetic images, which do not convey any 
public information as long as they are not enhanced by a comment, and 
standardized “symbols,” which convey information in the public domain 
and tend to communicate quite stable meanings.

Small transposed the above scheme in the bibliographic space, thus 
further strengthening the kinship of the citation culture with the struc-
turalist tradition of linguistic studies already established by Garfield at 
an early stage. A bibliographic reference is a “sign” and a “symbol” at 
the same time. It is a “sign,” made up of the usual sequence author–
journal–volume–page–year, pointing to a physical object, the cited docu-
ment, with which it shares some formal features (metonymic relation). It 
is a “symbol” of the concept or concepts articulated by the cited document 
(metaphoric relation), in the sense that it invokes the cited document in 
connection with a specific point of the text, thereby labeling it with the 
concept it is supposed to represent in that particular context. Concepts 
are not necessarily abstract entities, but include “experimental findings, 
methodologies, types of data, metaphysical notions, theoretical statements 
or equations.”22 Nor are they fixed entities; it might be the case, indeed, 
that the citing paper does not confer to the cited document the same mean-
ing intended by the latter’s author, since “prior literature is necessarily 
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in a constant state of reinterpretation, adapting to changes in knowledge 
within the field.”23 There exists, in science as well as in literature, a certain 
degree of autonomy of the intellectual product when it enters the com-
munications circuit, but to Small and the entire bibliometric tradition, the 
most common case remains that of normative consensus, at least as far as 
science products are concerned. In some circumstances, moreover, scien-
tists so strongly agree on the cognitive structure of previous literature that 
they persistently cite the same documents to address the same concept. 
Thus, while some references are private “symbols” that the author uses 
to communicate his or her own ideas, “other citations are to documents 
whose significant content may be shared by a community or group of sci-
entists, and such documents are likely to be frequently cited: in Leach’s 
terminology they are ‘standard symbols’.”24 The “standard symbols” are 
clearly “the product of a dialogue and selection process on the part of 
many individuals over a period of time,” and it can be hypothesized that 
each scientist “carries with him a repertoire of such collective concepts 
and their corresponding document-symbols.”25

If the foregoing premises are accepted and the concept/citation equiva-
lence is assumed to be valid for a comparatively large number of cited 
documents, then the SCI can rightly be considered an index of scientific 
concepts tantamount to a disciplinary thesaurus. Consequently, it can 
be trusted as both a retrieval tool for thematic literature searches and a 
source of sensitive data on the cognitive impact exercised by documents 
and authors in terms of citation scores. Besides, as explicitly advocated by 
Garfield,26 an interdisciplinary citation index could afford an even greater 
philosophical ambition. The equivalence between citations and concepts, 
in fact, paved the way for a hypothetical bibliographic unification of the 
entire body of scientific literature, a shortcut to the project that, since the 
late 1920s, had engaged the logical empiricists of the Vienna Circle in 
the construction of a unified language of science. In its initial, rough for-
mulation, later revised after Karl Popper’s criticisms, the rationale behind 
the project was that scientific concepts from various disciplines could be 
reduced, by means of definitions or reduction sentences, to the primitive, 
strictly observational terms of the language of physics. Such an assumption 
evolved, toward the end of the 1930s, in the outline of the International 
Encyclopaedia of Unified Science, whose first volume appeared in Chi-
cago, under the editorial direction of Otto Neurath, in 1938. Garfield was 
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well acquainted with the Vienna Circle’s philosophy, although his interest 
in the construction of an interdisciplinary, unified index was chiefly driven 
by its immediate practical value as a documentation tool. Bibliographic 
citations, actually, had a looser structure and far less conceptual stability 
than the primitive concepts expressed in a physicalistic language, but, as 
long as their symbolic power was relied on, they seemed to fit a similar 
purpose quite well, forming, in Garfield’s own terms, the building blocks 
of “a plan for accomplishing what Neurath calls ‘an encyclopedic integra-
tion of scientific statements,’ what I call a ‘Unified Index to Science’.”27

3.4. WEAVING THE NETWORK OF SCIENCE: 
DEREK JOHN DE SOLLA PRICE 

Why should we not turn the tools of science on science itself? Why not 
measure and generalize, make hypotheses, and derive conclusions? . . . My 
approach will be to deal statistically, in a not very mathematical fashion, 
with general problems of the shape and size of science and the ground rules 
governing growth and behavior of science-in-the-large . . . The method to be 
used is similar to that of thermodynamics, in which is discussed the behav-
ior of a gas under various conditions of temperature and pressure.28

The declaration of intent set forth by Derek Price in the preface of Little 
Science, Big Science was a clear statement of scientometrics’ research 
program for the generations to come. His subsequent work in the field 
may be considered the technical fulfillment of Bernal’s legacy, as it led, 
within a few years, to the delineation of a paradigm for science studies, 
in the very sense that he not only demarcated the boundaries of the new 
discipline and the necessary conditions for its existence, but also showed 
concretely how its puzzles could be solved thereafter.

Price, professor at Yale University since 1959, was a British histo-
rian of science and technology with an extensive physico-mathematical 
background. His ideas on the nature and evolution of science rest on two 
fundamental premises, eventually converging toward a “bibliometric re-
ductionism” that marks the entire tradition of scientometrics. First, science 
is inherently different from other areas of scholarship by virtue of the ob-
jective criteria it adopts in the observation and manipulation of empirical 
data. That’s why “there is in the field of science a cumulative accretion of 
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contributions that resembles a pile of bricks . . . to remain in perpetuity as 
an intellectual edifice built by skill and artifice, resting on primitive founda-
tions.”29 Second, even though, during the stage of discovery, unsystematic 
laboratory life as well as social, psychological, and philosophical factors 
cooperate actively in the shaping of new ideas and techniques, eventually, 
when the game is up, science amounts to published scientific literature. A 
scientist, therefore, is not recognized by having received a certain educa-
tion, or working in a would-be scientific institution, but simply by the fact 
that, at least once in life, he or she has produced a scientific publication read 
and approved by the community of peers. Coherently with such premises, 
the counting, classification, and representation of research publications in 
the form of temporal series provides a reliable indicator of science evolu-
tion, whereas the analysis and comparison of temporal series discloses the 
quantitative laws governing the growth of knowledge. Historians, then, who 
up to that point had limited themselves to investigating either the internal, 
qualitative aspects of research activity, or its social, economic, and political 
contexts, were now in the position to manipulate historical records, mainly 
journal papers and the network of citations between them, by the same 
methods of inquiry usually applied to physical phenomena, in such a way 
as to disclose the hidden patterns of their behavior.

From the counting and classification of a huge amount of data related 
to the history of science, including the papers collected in the Philosophi-
cal Transactions of the Royal Society of London and the references listed 
in the 1961 edition of Garfield’s index, Price came to what he considered 
the “fundamental law of any analysis of science”: whatever numerical 
indicator of the various sectors and aspects of modern science, from the 
mid-seventeenth century onward, is taken into consideration—whether 
the number of scientific journals, articles, abstracts, or the number of 
universities, scientists, or engineers—its normal growth rate is exponen-
tial, that is, it multiplies, in equal periods of time, by a constant factor. 
Of course, Price knew that the size of science doesn’t grow exponentially 
throughout its escalation and doesn’t exhibit the same rhythm in all disci-
plines. Furthermore, as befits many natural and social phenomena, it is not 
and cannot reasonably be infinite: at a certain moment, a saturation point 
is reached when the growth process levels off and the exponential trend 
turns into a logistical (S-shaped) one. In the saturated state of science, 
which Price predicted for the second half of the twentieth century, things 
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would look very different from earlier stages because the superabundance 
of literature and the increasing specialization, coupled with manpower 
shortages and a diminishing number of talented scientists, would impose 
politically enlightened choices about objectives and priorities in the de-
ployment of scientific efforts.

Turning from temporal series to the cross-sectional distribution of 
authors and papers at any given time, Price recognized that the universe 
of scientific communication is dominated by skewed distributions and 
followed Galton’s elitist philosophy in assuming that there exist only a 
limited number of people with the talent necessary to become a scientist. 
He also sought to give a more precise estimation of such skewness through 
a square-root law of productivity, a sort of modified version of Lotka’s 
Law (discussed in chapter 4). In a simplified fashion, Price’s Square-Root 
Law asserts that about half of all the papers produced by a population of 
scientists come from a subset of highly productive sources approximately 
equal to the square root of the total number of authors.30 This amounted to 
saying that, more or less, “the number of scientists doubles every ten years, 
but the number of noteworthy scientists only every twenty years.”31 Hence, 
if scientific literature grows exponentially, one is forced to conclude that 
noteworthy scientists are also the most productive. In other words, the ad-
vance of science does not depend linearly on the sheer number of research-
ers recruited at any given period, but on the number, which grows much 
more slowly than the former, of “good,” very productive scientists.

Obviously there is a snag in the above argument, for one cannot simply 
infer quality (good scientists) from quantity (productive scientists). Price, 
in fact, admitted that quantity doesn’t necessarily amount to quality at 
the individual level. Publishing in the Physical Review is not the same as 
publishing in the Annual Broadsheet of the Society of Leather Tanners of 
Bucharest. Even more convincingly, “Who dares to balance one paper of 
Einstein on relativity against even a hundred papers by John Doe, Ph.D., 
on the elastic constant of the various timbers (one to a paper) of the forest 
of Lower Basutoland?”32 All the same, appealing to biographical compila-
tions, such as James McKeen Cattell’s American Men of Science, and to 
Wayne Dennis’s study on the productivity rates of scientists listed in the 
National Academy of Sciences Biographical Memoirs (1943–1952), he 
made the point that highly productive scientists are also, on average, those 
who prevailingly show up as starred entries in dictionaries, being com-
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paratively much more honored and rewarded than their lazier colleagues. 
So, despite flagrant violations, “on the whole there is, whether we like it 
or not, a reasonably good correlation between the eminence of a scientist 
and his productivity of papers.”33 Such correlation is one of the several 
empirical manifestations of the success-breeds-success principle, already 
described by Merton as the Matthew Effect, by which some sort of capital, 
whether material or symbolic, tends to flow and concentrate in the hands 
of a few who already hold a portion of it. As sections 4.1 and 4.7 show, 
Price managed also to demonstrate, with the help of Herbert Simon’s 
mathematics, that this structural skewness in the formal communication 
system of science can be modeled by a suitable probability distribution 
(“Cumulative Advantage Distribution”).

Beyond the number of published papers, a qualitative insight into 
the concrete operation of the cumulative advantage process came from 
citation and library usage data. Donald Urquhart’s 1956 analysis of the 
Science Museum interlibrary loan records on one side and the citation 
patterns hidden in Garfield’s newborn SCI on the other side, revealed that 
the distribution of requested articles among journals stored in a library and 
the distribution of citations among papers exhibit a similar hyperbolic pat-
tern: a few papers and journals attract the bulk of citations and library user 
requests, opposed to much higher percentage of uncited and unrequested 
materials. In what would be subsequently recognized as one of the earli-
est examples of scale-free networks with power-low degree distribution, 
Price estimated that, in any given year, about 35 percent of all the existing 
papers are not cited at all, another 49 percent are cited only once, 9 per-
cent twice, 3 percent three times, 2 percent four times, and only 1 percent 
six times or more, thus leading to conjecture that the number of papers 
cited n times decreases, for large n, as n2.5 or n3.0.

On top of all this, the story written between the lines of the 1961 edition 
of the SCI turned out even more instructive than that of a land ruled by 
true undemocracy. The statistical distribution of citations manifested, in-
deed, two important underlying regularities, which Price also exemplified, 
resorting to a citation matrix filled with data from the reference network 
of a self-contained spurious specialty, the N-Rays research field.

1.  Half the references pointed to a loose and somewhat randomly defined 
portion (about half) of all the papers published in previous years, whereas 
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the other half referred to a smaller, tightly defined subset of earlier litera-
ture. “We may look upon this small part,” commented Price, “as a sort of 
growing tip or epidermal layer, an active research front.”34

2.  The most cited papers were also more recent than the rest, whereas the 
chance of being cited for any one paper decreased exponentially by a 
constant factor (about two) in equal periods of time (about 13.5 years); 
this suggested, as a rough guess, that “about half the bibliographic 
references in papers represent tight links with rather recent papers, the 
other half representing a uniform and less tight linkage to all that has 
been published before.”35

In Price’s view the “immediacy factor,” the marked propensity to overcite 
recent papers at the expense of older ones, in addition to demarcating sci-
ence from other scholarly activities (i.e., the social sciences and the humani-
ties), accounts for its cumulative and progressive character, and vouches for 
the existence of an active research front. In 1970, he propounded a simple 
diagnostic tool to detect the differing levels of immediacy characteristic 
of the structurally diverse modes of knowledge production occurring in 
the hard sciences, the soft sciences, technology, and the nonsciences: the 
“Price’s index,” i.e., the percentage of references to documents not older 
than five years at the time of publication of the citing sources.36

An early statistical analysis of the references appended to papers in the 
1963–1965 volumes of the Monthly Notices of the Royal Astronomical So-
ciety carried out by Jack Meadows in the mid-1960s showed the concrete 
operation of the immediacy factor in astronomical literature. The author 
measured its effect by introducing an “immediacy index,” defined as “the 
total number of citations to literature of the last six years divided by the 
total number of citations to literature more than twenty years old,”37 and 
noticed its variability according to the subject area. Later experiments by 
Belver Griffith on physics journals and by Stépane Baldi and Lowell Har-
gens on the reference networks of special relativity and two social science 
subspecialties (spatial diffusion modeling and role algebra analysis) shed 
further light on the bibliographic dependence of the research front on past 
literature. Griffith conjectured that the immediacy effect might have been 
invented by the science communication system around the 1920s. Baldi 
and Hargens found, in the social science specialties, a pattern close to the 
one Price would probably ascribe to the humanities, so they hypothesized 
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he could have underestimated the structural variability of reference net-
works across scientific domains. They also replicated the N-rays analysis 
and discovered that, had Price taken into account self-citations, the effect 
of overcitation to recent papers would have almost faded out.38 The new 
technique of co-citation analysis whereby, after Small and Griffith, many 
authors were seeking either to clarify the specialty structure of science or 
to track down the contours of such a puzzling entity as Kuhn’s paradigms 
(see chapter 5), revealed one further remarkable property of immediacy, 
namely its tendency to increase during the periods of intellectual focus 
usually coupled with scientific revolutions.39

As to the research front, Price conjectured it might correspond, by and 
large, to the work of a few hundred very productive, heavily cited scien-
tists, and the content of a few thousand core journals. Within each field, 
the research front advancement is driven by an informal communication 
network of scholars forming a highly interactive, tight group of produc-
tive scientists who, beyond national and institutional boundaries, col-
laborate via face-to-face communication and preprint exchange to define 
problems, techniques, and solutions. Price labeled these informal clusters 
comprising “everybody who is really somebody in a field” “invisible col-
leges,” after Robert Boyle’s epithet for the pioneers of the Royal Society 
of London, and claimed that they served essentially a twofold purpose: 
bypassing the communication difficulties brought about by the explosion 
of scientific literature and bestowing on each member the share of credit 
derived from the esteem and recognition of his or her topmost peers.

Price’s construct of the invisible college is rather ambiguous. In a 
footnote to Science Since Babylon, in fact, he cast a shadow over the 
desirability and even the historical necessity of these informal clusters 
of elite scientists, which he characterized as exclusive “power groups.”40 
Moreover, having had the opportunity, in collaboration with Donald DeB. 
Beaver, to dissect the information flows in a tightly controlled group of 
people presumably constituting a single cluster in the field of “Oxidative 
Phosphorylation and Terminal Electron Transport,” he realized that the 
large majority of interconnected authors contribute only minimally to the 
field, usually by virtue of a floating collaboration with highly productive 
scientists, and that separate and relatively unconnected groups seem to 
exist in what would otherwise appear to be a single invisible college.41 
This conclusion, taken very seriously by all subsequent advocates of the 
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research group as the basic unit of any scientometric assessment, handed 
over to posterity the challenge of determining how concretely the fine 
structure of an invisible college could be spotted across the vast territory 
of science. Starting with Diana Crane’s Invisible Colleges in 1972,42 the 
contributions of authors who took up the challenge increased at such a 
pace that an annotated bibliography explicitly devoted to the subject ap-
peared as early as 1983.43 Paradoxically, while the initial emphasis was 
on informal communication patterns and social relations among scientists 
supposedly belonging to the same clique, subsequent authors dwelled pri-
marily on the formal communication behavior embodied in the network 
of scientific publications and relied heavily on bibliometric techniques for 
testing hypotheses referred to the informal substratum.44 Later sociolo-
gists would blame this choice as inadequate for the comprehension of the 
social processes and information flows that properly govern an invisible 
college, and would opt instead for methodologies and observation tech-
niques typical of the ethnographic style of investigation. Yet the idea that 
the communicative structure of science could be made visible with the 
help of citation analysis inspired, in the years to come, the most fruitful 
research lines in the area of bibliometric mapping.

Price himself envisioned the drawing of a comprehensive bibliometric 
map of science as a politically desirable and technically feasible objective. 
He felt that, if properly manipulated, citation matrixes could favor the 
automatic identification of “classic” and “superclassic” papers in every 
research field, whereby the stratified structure of the citation network 
could be dug out. This, in turn, would be the first, elementary step toward 
the completion of a detailed topographic map of all research fields, a sort 
of “war map” eligible for science administration purposes. “With such a 
topography established—he contended—one could perhaps indicate the 
overlap and relative importance of journals and, indeed, of countries, au-
thors, or individual papers by the place they occupied within the map.”45 
As discussed in chapter 5, a large-scale mapping project of this type was 
undertaken during the 1970s by Henry Small and Belver Griffith.
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Classifying and counting scientists, books, papers, and citations, as early 
statistical bibliographers set out to do, remained a fairly extemporary 
activity as long as data continued to be examined outside a mathematical 
framework that would let them disclose meaningful patterns in the docu-
mentation process. The turning point, or at least the prologue to a turn-
ing point, occurred between the 1920s and the 1930s, when three basic 
bibliometric studies were published: Lotka’s work on the distribution of 
scientific papers among authors; Bradford’s contribution on the scattering 
of papers on a given subject in scientific journals; and Zipf’s work on the 
distribution of words in a text.1 The mathematical regularities unveiled by 
these studies and the profusion of technical adjustments, reformulations, 
and syntheses of the original formulations they triggered, however, should 
not be regarded as mathematical foundations of bibliometrics in a sense 
comparable to the way Newton’s laws of motion and gravitation are the 
foundation of classical mechanics. Whereas the latter allow computing 
and predicting, with the highest degree of accuracy, the motion of every 
terrestrial and celestial object, whether it be a falling apple or a spacecraft 
sent to a distant planet, the “laws” of bibliometrics enable the analyst to 
make sense of the overall structure of several existing datasets but do not 
support exact predictions about the output of specific communication pro-
cesses, such as the number of articles an author will actually write before 
retiring, the number of journals that will publish papers on a given subject, 
or the number of citations that will accrue to a paper or a scientist’s oeuvre 
over a certain time span. As discussed below, a more realistic dimension 
of bibliometric laws is to be placed in the world of probabilistic reasoning, 
where a phrase such as “the given dataset is adequately described by the 
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function f” simply means that the observed distribution of empirical val-
ues and a given theoretical distribution of exact values seem to match to a 
plausible degree upon the completion of a suitable statistical test. But even 
when bibliometric distributions are interpreted in a probabilistic fashion, 
and an attempt is made to work out a stochastic model with predictive 
potentials, real predictions in the sense of forecasting probabilities are 
impossible. The reason is simple: given the necessity to reach a compro-
mise between reality and mathematical simplicity, parameter estimations 
are based on limited observation windows, while the quantity and quality 
of the assumptions required for the model to work properly preclude any 
straightforward test of its validity on datasets produced under differ-
ent conditions. Yet classic bibliometric distributions, their subsequent 
axiomatization, and probabilistic generalization play a pivotal role in the 
foundation of quantitative science studies because they provide a general 
framework in which the discouraging individuality of documentation 
processes is reduced to manageable sets of mathematical functions use-
ful to 1) replace inexact empirical formulations with exact mathematical 
concepts so as to enhance the mutual transparency and comparability of 
competing models (just a first humble step toward a yet-to-be-developed 
“grand bibliometric theory”); 2) specify the conditions of applicability of 
standard statistical tools to the analysis of specific datasets, thereby help-
ing estimate random errors in the measurement of information flows; and 
3) connect the mathematical structure of bibliometric processes with that 
of extra-bibliometric phenomena, such as the patterns emerging in the 
study of economically and biologically complex systems, so as to help 
clarify problems having common characteristics and promote the devel-
opment of common methodologies for their resolution.

4.1. THE MATHEMATICS OF SKEWNESS: 
A FEW “QUALITATIVE” INSIGHTS

Lotka, Bradford, and Zipf used simple mathematical statements and 
graphical devices to express the empirical relation between sources and 
the items they produce in three areas: authors producing papers, journals 
producing papers on a given subject, and texts producing words with a 
given frequency. Their common denominator is a striking inequality in the 
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pattern of the information processes under observation: a few authors turn 
out to be responsible for the largest portion of scientific literature in a given 
research field; a few scientific journals seem to concentrate the literature 
required to satisfy their needs; and a relatively small number of recurrent 
word units govern their (and not only their) linguistic habits. In more ab-
stract, albeit crude terms, what those regularities assert is that, unlike most 
natural phenomena, as far as the information processes discussed above 
are concerned, no average productivity value is more likely than any other 
to have the remaining values neatly distributed around it, but many low-
productive sources tend to coexist with few highly productive ones, so the 
overall source-item frequency distribution is markedly skewed, conform-
ing to a hyperbolic pattern conveniently described by a power law.

Lotka’s, Bradford’s, and Zipf’s statements are usually referred to as 
“bibliometric laws,” somewhat of a misnomer if intended to mimic the 
universal validity and explanatory power of natural laws in the physi-
cal sciences. It is a fairly acceptable label if circumscribed, in Maurice 
Kendall’s terms, to “a pattern of a human aggregate which is observable, 
reproducible and, as a rule, quantifiable; perhaps only descriptive in char-
acter, perhaps explainable in terms of a model, but in any case related to 
observation.”2 An occasional source of confusion has derived from these 
“laws” being formalized as either a size-frequency or a rank-frequency 
function. In the former case, the relation is directly established between 
the number of sources and the number of items they produce. By way 
of illustration, given a list of authors with the corresponding number of 
authored publications, the number f(n) of authors who have produced 
exactly n publications can be tabulated for n = 1, 2, . . . , n, thus form-
ing a size-frequency distribution of productivity. In the latter case, first 
sources are ranked in decreasing order of productivity, then the relation 
is established between the rank and the number of items produced by the 
source at that rank. If the authors of the previous example are ranked ac-
cording to the numbers of publications they have written, and if r = 1, 2, 
. . . , n, are the ranks of, respectively, the first most productive, the second 
most productive, through the nth most productive author, then the number 
g(r) of publications issued by the author with rank r can be tabulated for 
increasing values of r, thus forming a rank-frequency distribution. Often 
cumulative distributions are used in both situations; this means that we 
are interested either in the number of authors having published at least n 
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contributions (size-frequency) or in the number of articles published by 
the r most productive authors (rank-frequency). Under specific assump-
tions, the size- and rank-frequency formulations may be proved to be fully 
equivalent, both leading to a similar highly skewed pattern in the distribu-
tion of items among sources: a few sources are expected to be responsible 
for the production of a large percentage of the items and to coexist with a 
much higher number of low-productive sources.

In a typical bibliometric dataset, if productivity data of sources are 
plotted on a linear scale, with the number of items n on the x axis and 
the number of sources producing n items on the y axis, and if one seeks 
to work out a function that closely fits the distribution of data points as 
obtained by sampling, then the basic graph structure yields a hyperbolic 
or J-reverse or power law function, with an unduly long tail of scattered 
values falling toward regions of high concentration (see figure 4.1).

If logarithmic scales are used for both x and y axes, then the basic graph 
structure for the same dataset is a straight line with negative slope (see 
figure 4.2).

Figure 4.1. Basic hyperbolic size-frequency distribution
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It should be borne in mind that, even though these oversimplified 
graphical patterns are recurrent, if not ubiquitous, in bibliometric litera-
ture, in Bradford’s/Lotka’s/Zipf’s original formulations they were meant 
to describe not the whole range of the distribution but only the behavior 
of the most productive sources, which, in statistical jargon, is usually re-
ferred to as the “tail” of the frequency distribution. The reader should also 
be aware that drawing a curve through data points referred to empirical 
measurements and seeking for its analytical expression is by itself a com-
plex operation, which supersedes actual experience by mathematical func-
tion but still belongs to the world of the “more or less” if it is performed 
by sight or with the help of simple graphical procedures. As such, it is a 
questionable operation leaving considerable margins of uncertainty about 
the validity of the final outcome. So, for example, the simple fact that 
data points arrange themselves in a curve analytically expressed as y = x 
doesn’t imply an underlying linear law. Though useful in conveying the 
basic form of a dataset, in fact, simple mathematical functions and graphs 
are not suitable for predictive purposes because they do not account for 

Figure 4.2. Basic hyperbolic size-frequency distribution plotted on a double logarith-
mic scale



80 Chapter Four

the fact that real-world information processes are complex systems evolv-
ing under the action of causes whose effects can be tackled only within 
a broader mathematical framework. Therefore, if one wishes to capture 
the mathematical rationale of empirical formulations, it is necessary to 
prove that they can be formally derived from a more general theory on the 
structure of information processes. Such a theory, in turn, can take either 
a deterministic or a probabilistic form. An important exemplification of a 
deterministic approach is provided in section 4.7 in connection with Egg-
he’s Lotkaian informetrics. For now, let’s concentrate on the approach 
that, much in tune with the vocation of contemporary physical sciences, 
considers information production processes as stochastic processes and, 
accordingly, empirical bibliometric laws as statements about probability 
distributions or expected values.

A “stochastic process” is a sequence of events governed by probabi-
listic laws. Operationally, what distinguishes stochastic processes from 
other representations of real-world phenomena is their behavior being 
conceptualized by means of random variables, that is, quantities that can 
take one of a finite or infinite set of values. In the simplest possible cases, 
a stochastic process amounts either to a sequence of random variables (a 
“time series”) independent of each other or to a sequence in which the de-
pendency of the successive events goes back just one unit in time, so that 
the future behavior of the process depends only on the present state and is 
not influenced by its past history (in statistical jargon this is the “Markov-
ian property”). An appropriate description of a stochastic process requires 
the knowledge of the probability distributions of the random variables at 
stake. Roughly speaking, a probability distribution is the specification of 
all the possible numerical values the variable can take over an interval, 
along with the precise indication of the probability of occurrence associ-
ated with each value. The nice thing about being able to fit a theoretical 
probability distribution to an empirical frequency distribution is that one 
can summarize the entire range of values by a few parameters, the most 
important of which are the center or expected value (also called the mean) 
and the dispersion of the remaining values around the center (the vari-
ance).

When interpreted in probabilistic terms, a classic informetric law as-
serts that the number or density of sources f(x) producing an expected 
number of items x is proportional to some function of x. Such a shift 
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doesn’t remove the aforementioned uncertainty because different prob-
ability distributions may account for the structure of the same cloud of 
data points referred to an empirical frequency distribution of some sort. 
Many physicists, for example, have followed Derek Price’s lead in try-
ing to model the distribution of bibliographic citations disclosed by ISI 
databases; most have come to the same conclusion that the asymptotic tail 
of the distribution appears well described by a power law, but alternative, 
equally acceptable solutions featuring an exponential function have been 
occasionally suggested.3

The shift to probabilistic reasoning, therefore, does not get rid of un-
certainty. Still, under specific assumptions, it allows exerting a certain 
control over uncertainty. Probability distributions are indeed the key to 
inferential statistics, a complex of techniques intended to draw general 
conclusions relative to the population under study on the basis of one 
or more samples derived from it. Specifically, provided the samples are 
representative of the population in that they are “truly random” samples, 
a vast array of techniques is available that allows estimating, with a com-
putable degree of accuracy (or margin of error), the main parameters of 
the population, for instance the mean and the variance of some critical 
properties, starting from the corresponding sample statistics. Here prob-
ability distributions provide the rules against which statistical hypotheses 
referred to the structure of a specific dataset are tested so as to check 
whether they disclose significant patterns of the population of origin or 
rather point to chance effects.

Over the last three centuries, the mathematical description of a huge 
number of natural and social systems has come to hinge on the nice 
properties of the normal or Gaussian probability distribution, which was 
first derived, as a limit to the binomial (or Bernoulli) distribution, in the 
1730s by Abraham de Moivre and later perfected by Carl Friedrich Gauss 
and Pierre Simon Laplace. It is the ubiquitous, well-understood, and eas-
ily computable bell-shaped curve, in which an average value (or mean) 
more probable than others is placed just at the center, the remaining val-
ues being arranged on both sides in a symmetrical fashion. In statistical 
textbooks it is also labeled the “law of error” because it lies beneath the 
assumption that, each time several measurements of a physical quantity 
are performed, their arithmetic mean is better qualified to express the true 
value than any other.
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Throughout the first half of the nineteenth century, the belief that every 
natural and social system could be ultimately reduced to a probability 
structure governed by the normal distribution ruled the roost. The normal 
curve became the pillar of inferential statistics, because the very possibil-
ity of employing many standard statistical techniques in learning from 
experience is intrinsically related to quantities that, at least approximately, 
exhibit a normal distribution. This, in turn, is a surprisingly robust effect 
of one of the most important theorems in the history of mathematics, the 
central limit theorem, which ensures that, as the size of a sample increases, 
whatever the distribution of the (independent) random variables at stake, 
their sum, provided that their variance is finite, is a random variable with 
an approximately normal distribution. Two classic statistical techniques 
taking advantage of the normal paradigm are correlation and regression. 
Since, in one form or another, both techniques are frequently encountered 
in bibliometric literature, it is worthwhile to discuss them here.

In statistical parlance, two variables are said to be correlated if some 
kind of (direct or inverse) linear relationship between them does exist; that 
is to say, as one variable gets larger, the other gets larger (or smaller) in 
direct proportion. Graphically, the strength of the relationship between the 
variables depends on how closely their covariation approximates a straight 
line when data are plotted on Cartesian axes. Numerically, the varying lev-
els of “closeness to a line” are captured by a correlation coefficient, which 
can take many forms according to whether the variables are assumed to 
follow a particular distribution or not. In the case of continuous measures, 
for instance, a popular choice is the Pearson’s r, a dimensionless quantity 
ranging from �1 (perfect negative correlation) to �1 (perfect positive 
correlation), whose statistical significance can be determined insofar as 
both variables are random samples from a normal distribution (hardly the 
case in bibliometric experiments). “Correlation does not imply causation” 
is nearly a mantra of elementary statistical manuals: if two variables are 
positively correlated, it might well be the case that neither of them is the 
cause of the variation in the other variable, and a third, unknown factor is 
responsible for their joint behavior. All the same, even if not a sufficient 
condition for causation, correlation is often interpreted as a hint of the 
existence of a causal relationship, above all if some sort of independent 
evidence to the same effect is available. Many validation studies of cita-
tion analysis in research evaluation, as well as many studies arguing for 
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the beneficial effects of the free online availability of documents on their 
later citation scores, for example, rely on statistical correlation techniques 
for demonstrating the positive linear relationship between the first factor, 
peer ratings and open access, respectively, on citation counts, so as to sug-
gest a possible causal relationship between them.

The limited predictive capability of correlation is partially overcome by 
another technique very popular in social and behavioral sciences: regres-
sion analysis. In the simplest case, it takes the form of linear regression 
between two variables, where the behavior of one dependent variable 
is examined in relation to that of one independent variable (“predictor” 
or “explanatory variable”) supposedly “causing” the former under the 
assumption that such relationship is linear. The analysis is designed to 
derive an equation (or model) for the line that best fits the data points ex-
pressing the relationship between the dependent and independent variable. 
The equation has the basic form

Y � a � bX � e

where Y is the dependent variable (the outcome to be explained), X is 
the independent variable (a factor that “explains” the outcome), b is the 
regression coefficient to be estimated from empirical data, a is a constant 
chosen so as to make the overall prediction error as small as possible, 
and e represents the error that still remains after predicting Y. In real-life 
situations, there are many distinct explanatory variables whose linear 
combination is likely to produce a given outcome; hence, it makes much 
more sense to use multiple instead of simple linear regression. In multiple 
regression, one seeks to establish whether a set of two or more indepen-
dent variables explains a proportion of the variance in a dependent vari-
able at a significant level. Such an explanation also permits, under specific 
assumptions, ranking the relative importance of each predictor. In the case 
of two independent variables, the multiple regression model becomes

Y � a � bX � cZ � e

where c is a further regression coefficient to be estimated from data. Many 
estimation techniques are available for the purpose, the most common be-
ing those based on the least squares principle. As in the case of correlation, 



84 Chapter Four

however, the normal distribution is still behind the scenes. Indeed, when 
hypotheses based on the parameter estimates have to be tested, the most 
easily manageable forms of regression analyses, that is, the parametric 
ones, assume, among other things, that for any given value of the indepen-
dent variable, the values of the dependent variable are normally distributed 
about some mean. A classic use of multiple regression in bibliometrics 
occurs in those studies, which are reviewed in subsection 7.1.3, where an 
effort is made to estimate the relative importance of different factors, such 
as author reputation, journal impact, number of references, and so on, in 
predicting the citation scores of a given set of papers.

A dramatic shift in the probabilistic structure of human knowledge oc-
curred when, in the aftermath of the biometric revolution started in Eng-
land during the mid-1860s, statisticians realized that normality is nothing 
but a myth, because a surprising number of biological and social datasets 
are inherently skewed, with variability playing an even greater role than 
had been assumed. In a skewed dataset, variance is significantly greater 
than the mean, and the mean is nowhere near the center of the distribu-
tion, so it cannot reasonably be taken as representative of the whole set. In 
the early phase of the revolution, spurred by the application of statistical 
tools to Darwin’s theory of evolution, the work of such pioneering figures 
of modern inferential statistics as Francis Galton, Walter Weldon, Karl 
Pearson, William Gosset (best known by his pen name “Student”), and 
Udny Yule led to the overthrow of what Stephen Bensman has called the 
“normal paradigm” and to the introduction of fresh mathematical tools 
and concepts necessary for coping with the oddities of a skewed universe.4 
Data with heavy “probability tails” were increasingly collected in fields 
as diverse as economics, linguistics, sociology, information science, 
telecommunications, and physics of condensed matter. Thus the aware-
ness also gained ground outside biometrics that normal and non-normal 
probability distributions conceal basic and irreducible differences in the 
structure of the events, the former being adequate to represent phenom-
ena derived from the aggregation of many random, independent patterns 
of behavior, and the latter being more consonant with processes whose 
randomness is constrained, as it were, by the appearance of extraordinary, 
out of the norm values, which maximize variability to the point of sug-
gesting the existence of some substantial causal processes at work. What 
Lotka, Bradford, and Zipf did, in this connection, is to definitely make 
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room, also in the information science arena, for distributions completely 
devoid of normality or, if one prefers, whose “normality” consists exactly 
of the coexistence of many small but highly probable values with a core 
of a few large but improbable ones. As a result, skewed patterns issued 
an unprecedented challenge to social and information scientists because 
they compromised the descriptive and inferential utility of basic statistics, 
such as arithmetic mean and variance, and jeopardized the reliability of 
standard statistical tests of significance, or at least of those working well 
under the assumption of normality.

To get a broad idea of what structural skewness means in practical situ-
ations, let’s examine the average citation rates for two journals computed 
over the same period of time—what in chapter 6 will be explained as the 
impact factor—and, supposing the numerical difference between those av-
erages to be great, let’s wonder whether such difference conveys a statisti-
cally significant picture of individual articles’ quality (in terms of citation 
impact). In elementary probabilistic terms the answer would be definitely 
no; indeed, given the well-known skewness in the citation distribution of 
individual articles (i.e., there will be few heavily cited papers and many 
papers scoring zero or nearly zero in both journals), the probability that a 
randomly selected paper from the first journal has at least as many cita-
tions as a randomly selected paper from the second journal will be higher 
than intuitively expected on the basis of (journal) average scores.

Now let’s switch to another staple of classic inferential reasoning—the 
concept of random sample—and think of the curve in figure 4.1 as a 
frequency distribution of papers (items) produced by a hypothetical co-
hort of scientific authors, say at the aggregate level of world universities 
(sources): the head of the distribution, where many small similar values 
typically occur, includes the less-productive universities, which form the 
bulk of the entire population; the long tail contains the few most produc-
tive universities whose productivity rates, unlike those in the head, are 
scattered in a rather “fuzzy” fashion, with rare ties and many gaps be-
tween successive frequency values. In this scenario, a statistical analysis 
aimed at drawing general conclusions on the basis of sample productivity 
data would encounter serious difficulties from the very beginning be-
cause, although the construction of randomly sampled sets is a precondi-
tion for many conventional statistical procedures to work properly, any 
sampling procedure which, in the name of randomness, failed to include 
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the few highly productive sources, such as Harvard, Cambridge, Stanford, 
or MIT, would inevitably result in incorrect generalizations.

Turning to a real-life, historical case, social scientists’ disappointment 
in the mathematical intractability of hyperbolic datasets is well exempli-
fied, in the area of economic studies, by the several attempts to find a 
rationale for the distribution of wealth originally captured in a formula by 
the Italian economist Vilfredo Pareto and later popularized as the 80/20 
rule of thumb (about 80 percent of the income goes to only 20 percent of 
the population). Pareto’s Law has long puzzled economists because of 
both its failure to adequately model the middle range of incomes and its 
apparent lack of justification in the existing theoretical framework. For 
Benoît Mandelbrot, this inadequacy was tantamount to the admission that 
classic statistical thinking had very little to offer the social sciences, to the 
point that, as early as the late 1950s, he suggested a possible way out of 
the impasse, drawing economists’ attention to the explanatory potential of 
stable non-Gaussian probability distributions, a solution that required the 
counterintuitive notion of infinite variance and, in some cases, an infinite 
mean to be metabolized.5 In the mainstream, however, faith in the central 
limit theorem and the distributional robustness of many standard tests en-
abled social scientists as well as bibliometricians to take up the challenge 
on the firm ground of classic probability theory.

The “bipolar” nature of several datasets encountered in social sciences 
seems even to suggest that, although the head of the empirical frequency 
distribution can be processed by standard statistical methods, the tail should 
undergo a different treatment, possibly within a framework more resilient 
to the occurrence of unusual and rare events (in statistical jargon, “extreme 
values”). Extremes are treated as “outliers” in many standard statistical 
procedures. Accordingly, they are usually ignored and easily removed by ad 
hoc statistical software functions so as to prevent the Gaussian scaffolding 
from falling apart. Nevertheless, as the uniqueness of many socially relevant 
phenomena came to the foreground, statisticians started developing analyti-
cal tools to make outliers theoretically relevant and partly predictable, in 
the hope of helping to estimate the risk of such unusual events as stock 
market crashes, wars, and natural disasters. One of these tools, actually 
a special case of extreme value statistics, is the statistics of exceedances, 
implemented by John Huber for modeling the upper tail of the continuous 
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(theoretical) distributions of the rate of publication and career duration in 
true cohorts of scientific authors and inventors.6

Taken in their entirety, skewed datasets are usually made more trac-
table by a series of techniques that either point to enhanced symmetry in 
the whole distribution or bypass the assumptions of normality outright. 
At the most basic level, skewed data may undergo a simple transforma-
tion, such as the popular logarithmic transformation, which stabilizes the 
variance of the sample, allowing approximately standard normal variables 
to be managed. Far from being neutral, though, this transformation can 
significantly affect the outcome of descriptive statistics when applied in 
information science for classification purposes.7

At a deeper layer, skewness is tamed by the adoption of nonparametric 
statistical models and techniques. Such devices pursue a higher degree of 
robustness by keeping the number of underlying assumptions as weak as 
possible, above all by avoiding the pretense that data are drawn from the 
normal or any other probability distribution. In the computation of statis-
tical correlation, for example, when the scale of measurement of the two 
variables is an ordinal, as is the case with ranked units for which no clear 
numerical interpretation is possible, then a rank correlation coefficient is 
often employed, such as the Spearman’s rank correlation or Kendall’s � 
(tau). Likewise, if non-“metric” variables are at stake and there is reason 
to believe that the dependent variable y cannot result from a simple linear 
combination of the predictors, then more flexible regression models are 
conveniently adopted, drawing upon the family of the generalized linear 
models (such as logistic regression for binary outcomes, Poisson and 
binomial regression for modeling counts) or the family of the nonlinear 
regression models. Finally, if the dependence of the outcome variable on 
the predictors cannot be traced in advance to any conceivable function, 
whether linear or nonlinear, then nonparametric regression models be-
come a suitable choice.

At the highest level of mathematical sophistication, skewness becomes 
a theoretically predictable effect within the framework of full-fledged sto-
chastic models of information production processes. A stochastic model 
is a mathematical device situated on a higher plane of abstraction than the 
probability distribution, in the sense that, in very rough terms, it features 
a probabilistic mechanism from which the joint probability distribution of 
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the outcomes of a particular event at any point in time can be estimated. 
In many such models, the explanatory mechanism is a mixture of simple 
counting processes, such as the Poisson process, but a popular alternative 
consists of the stochastic “birth-death process,” such as the one embed-
ded in the urn scheme used by Derek Price to formalize his cumulative 
advantage principle. Both the Poisson and stochastic birth-death processes 
are special cases of continuous-time Markov processes, and both suc-
ceed, under specific constraints, in explaining (mathematically) the large 
inequalities of output observable in information systems, for example, 
scientific bibliographies: a few authors publishing a lot and being propor-
tionally much more highly cited than the rest.

Poisson Models

A stochastic process is a counting process if it represents the total number 
of events that occurred up to a certain time t. For example, the number of 
citations accruing to a paper at or prior to time t is a counting process in 
which an event corresponds to the paper being cited. Hence, in stochastic 
counting processes the mechanism by which a source produces items con-
sists of a sequence of events occurring at random in time. If the probabil-
ity of occurrence is constant (probabilistic homogeneity), and the number 
of events occurring in a time interval is independent of the number of 
events occurring in any other disjointed period of time (“memoryless” or 
“Markov property”), then the process is a Poisson process and the number 
of events between time t

1
 and time t

2
 follows the Poisson distribution. But 

if the above restrictions are released, as would seem more appropriate for 
real-life situations characterized by marked differences in productivity 
rates over time, then the overall process is better construed as a “mixture” 
of the individual counting processes, and it seems quite natural to model 
it by “mixing” the parameters related to individual sources’ productivity 
rates. In so doing, more complex distributions than the simple Poisson are 
called for, which arise, under particular assumptions, as mixtures of Pois-
son distributions. The most popular of these in bibliometrics are the nega-
tive binomial distribution, the Waring distribution, and the generalized 
inverse-Gaussian-Poisson distribution (GIGPD). Mixtures of Poissons, it 
is worth noting, did not originate in bibliometrics. They had already been 
investigated during the 1920s, in connection with accident data. Prior to 
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their investiture with general informetric powers, announced in Brookes’s 
seminal papers on the mathematical explanation of Bradford’s Law and 
the Law of Anomalous Numbers, they slipped into the sphere of informa-
tion studies through the early stochastic models of library circulation pat-
terns put forth by Philip Morse in the 1970s and, later on, by Burrell and 
Cane, who in 1982 proposed a simple stochastic model based on a gamma 
mixture of Poisson processes to obtain a reasonable fit for the circulation 
data of books in a variety of university libraries. Burrell and Cane also 
used the model to test the 80/20 rule for library collections, according to 
which 80 percent of the circulations are accounted for by about 20 percent 
of the holdings. Their conclusion that, unless one is examining single-year 
circulation data, that rule doesn’t seem to be valid for longer time periods, 
shed more light on the dynamic nature of information processes and pre-
figured an increasing concern about their time dependence.8

Success-Breeds-Success

A natural generalization of the Poisson process consists of letting the 
chance for an event to occur at a given instant of time be dependent on 
the number of events that have already occurred. This is called “stochastic 
birth” and is perfectly exemplified by the reproduction of living organisms 
(hence the name), in which, under proper conditions of sustainability, the 
probability of a birth at a given time is proportional to the population size 
at that time. A particular type of stochastic birth process also underpins 
Derek Price’s conceptualization of the success-breeds-success principle 
on the pattern of George Pólya’s and Florian Eggenberger’s urn model.9 
Its operation can be easily visualized through the same example put forth 
by Price. Imagine an urn containing two balls, one red ball (signifying a 
success) and one black ball (signifying a failure). At regular intervals, the 
players draw a ball randomly. Of course, the initial probability for a red-
success ball to be drawn is exactly the same as for the black-failure ball 
and, if the composition of the urn remains fixed—i.e., the ball is replaced 
after each drawing—the odds do not vary for the different players. But if, 
from the first round on, the rules are changed in such a way that the player 
drawing a red-success ball, after replacing it, adds one more red-success 
ball to the urn and gets to continue in the game, while the player drawing 
a black-failure ball is banned from the game, then obviously the odds get 
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progressively better for the first player with each succeeding round. After 
the first round, for example, in an ideal situation where the experiment is 
repeated an infinite number of times, half the players would withdraw, 
having drawn a black-failure ball; the other half would continue putting 
a new red-success ball in the urn and drawing again. Because their urn 
now contains two red-success balls and one black-failure ball, the prob-
ability of drawing a red-success ball increases for them from 1/2 to 2/3. 
If the player is an author, and the prize of admission to the game, as well 
as the prize awarded each time a red-success ball is drawn, is a scholarly 
publication, then a simple mathematical formula can be worked out that 
is capable of approximating quite well the skewed frequency distribution 
of productivity formally described by Lotka in 1926 and later observed in 
countless disciplinary bibliographies. Price showed how such a formula 
could be derived from the Simon/Yule probability distribution, which he 
christened the “Cumulative Advantage Distribution” (CAD).

Both kinds of stochastic arguments—counting as well as birth process-
es—have been successfully applied to model inequality in science, and 
what makes particular probability distributions, such as the negative bino-
mial, so appealing to bibliometricians is exactly the possibility that they can 
be derived either way. One cannot say, of course, which process is “really” 
at work behind the observed pattern when data string out in a negative bi-
nomial fashion. One cannot say, for example, whether a paper is being more 
and more cited because of the intrinsic quality of its content or due to the 
social standing and increased visibility of its author. Yet, despite the neu-
trality of stochastic models in relation to possible causal explanations, it has 
been tempting to speculate on the sociological meaning of the mathemati-
cal structures revealed by means of those arguments. As noted elsewhere, 
for instance, the process leading some sources to produce disproportionate 
numbers of items at the expense of steadily low-productive sources is for-
mally analogous to the Matthew Effect investigated by Merton, the Coles, 
and Zuckerman: greater increments of recognition and greater bibliographic 
visibility, along with easier access to research facilities (funds, costly instru-
mentation, stimulating colleagues, and so on), accrue to scientists already 
enjoying a good reputation in a sort of spiraling escalation of rewards, 
bringing about an ever-increasing dispersion of productivity. In a somewhat 
opposite way, if a Poisson distribution is found to provide a reasonable fit to 
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the rate of production of scientific papers across authors’ careers in a given 
area, then a plausible interpretation of the discrepancy between random 
fluctuations in individual publication records and sharp inequality in the 
overall distribution of productivity could be the admission of a structural 
heterogeneity: some authors are “naturally” endowed with higher (men-
tal, scientific, creative) abilities than others; hence, inequality is largely 
determined by the unfolding of this “sacred spark” throughout individual 
careers’ duration; in other words, it’s a matter of destiny.

Of course, destiny and cumulative advantage are not mutually exclu-
sive, and extant evidence in support of either hypothesis is hardly conclu-
sive. During the 1980s, for example, Paul Allison and colleagues found 
evidence for increasing inequality in publication counts of a cohort of 
scientists as it grows older, but somewhat surprisingly, the same cumula-
tive advantage didn’t show up in citation counts.10 Later on, having tested 
a new method for measuring scientific productivity throughout individual 
authors’ career duration across samples drawn from a wide range of fields 
of human creative performance (physicists, mathematical logicians, in-
ventors, and composers), Huber concluded that—contrary to any cumula-
tive advantage postulate—authors tend to publish at a constant rate, with 
random fluctuations that fit the Poisson distribution, while both career du-
ration and rate of production are approximately exponentially distributed 
within each group. On account of these findings, creativity and talent, as 
captured by crude bibliometric measures of productivity, revealed a ran-
dom time pattern scarcely affected by individual and environmental fac-
tors, but this, as Huber himself admitted, “is a minor mystery, compared 
to the mystery of how creativity is first manifest.”11

4.2. LOTKA’S LAW

Outside the field of bibliometrics, Alfred Lotka is celebrated for having 
conceived, simultaneously with the Italian scientist Vito Volterra, though 
independently, a mathematical model of animal population dynamics 
explaining the fluctuations in the predator–prey ratio. Turning to science 
studies, he sought to determine to what degree scientists of different cali-
ber, involved in the struggle for life on the forefront of scientific commu-
nication, contributed to the advancement of knowledge. Lotka addressed 
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the task simply, classifying, by number of authored publications, the sci-
entists indexed in the Chemical Abstracts (1907–1916) and in Auerbach’s 
Geschichtstafeln der Physik (covering the whole history up to 1900), the 
count being limited to senior authors in the ambiguous case of papers 
written in collaboration by several scientists. Having plotted “the fre-
quencies of persons having made 1, 2, 3, . . . contributions, against these 
numbers 1, 2, 3, . . . of contributions” on a double logarithmic scale, he 
realized that the data points representing the two variables in the sample 
appeared “rather closely scattered about an essentially straight line having 
a slope of approximately two to one.”12 Then he utilized the least-square 
method to calculate the slope of the best-fitting line and concluded with 
a statement corresponding to the original formulation of Lotka’s Law: 
the number of authors producing n contributions is approximately equal 
to 1/n2 of the number of authors that produce only one contribution. In 
simplest terms, this amounts to saying that, if sixty authors out of one 
hundred in a subject area produce only one paper, then fifteen out of one 
hundred will produce two papers, seven out of one hundred three papers, 
and so on. The gift of scientific productivity, thus, is not equally divided 
among colleagues; there are a few very productive scientists outnumbered 
by the far greater number of researchers with low productivity rates. Sub-
sequent empirical tests showed that the exponent at the denominator—the 
“Lotka’s exponent”—is not necessarily 2 but ranges approximately from 
the original Lotkaian value of 2 to 4, so if one replaces its actual value by 
the generic symbol a, the more general form for Lotka’s Law is

p(n) �
 C

 na

where p is the number of authors that produce n contributions, and C is a 
constant characteristic of the research field. Incidentally, it should be noted 
that the scientist’s mind does not inspect the world in watertight compart-
ments: the Lotka-Volterra model for the predator–prey ratio mentioned 
above doesn’t belong to a universe other than that governed by the inverse 
power law at the level of scientific productivity. It has been demonstrated, 
indeed, that biological, demographic, and economic systems of the Lotka-
Volterra type entail power law relationships at the individual level, for ex-
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ample in the relative individual wealth distribution and in market returns.13 
Lotka himself, though, knew that power laws lurk beneath many natural 
and social phenomena without telling the whole story about them; these 
types of frequency distributions, he admitted, “have a wide range of appli-
cability to a variety of phenomena, and the mere form of such a distribution 
throws little or no light on the underlying physical relations.”14

Lotka’s work went unnoticed for many years. Then, beginning in the 
1970s, as the increased availability of journal cumulative indexes and 
standardized catalog entries facilitated publication counts, it met with a 
huge number of applications, refinements, criticisms, and alleged con-
firmations. Contributions on the subject piled up at such a pace that, as 
early as 1978, a bibliography of 437 works on Lotka’s Law and related 
statistical regularities appeared in the first issue of the journal Scientomet-
rics.15 Ever since, the convergence of productivity patterns with Lotka’s 
formula has been advocated in as diverse areas as library and information 
science (including bibliometrics), computer science, semiconductor and 
microcomputer research, medicine, biochemistry, theoretical population 
genetics, entomology, econometrics, patent literature, library card catalog 
entries, and web hyperlink distributions.

As usual when something works without knowing exactly why it works, 
many authors took for granted the alleged evidence flowing from previous 
studies without paying attention to the details of the data-collection meth-
ods and the appropriateness of the statistical techniques surrounding its 
production. Yet, also thanks to the keen collection of Lotka-compliant bib-
liographies done by the Czech information scientist Jan Vlachý throughout 
the 1970s, it didn’t take long to realize that the original inverse square law 
inadequately represented the actual distribution of productivity in most of 
the reported datasets, above all in the lowest and highest ranges of produc-
tivity, that is, in the heads and tails of the empirical curves. Many previ-
ously published tests turned out to be methodologically flawed and, even 
worse, a similar drawback was traced back to the source itself by William 
Potter in a 1981 review paper, where the application of a goodness-of-fit 
test to Lotka’s original data showed that the inverse square formula fitted 
only a portion of them.16 That’s why subsequent authors felt it necessary 
to establish a sort of protocol or standard (and replicable) testing procedure 
that would permit meaningful statistical comparisons between different 



94 Chapter Four

tests of Lotka’s Law by explicitly defining the minimal requirements for 
each step involved in any validation exercise: 1) specification of the model; 
2) data collection (i.e., measurement and tabulation of the variables); 3) es-
timation of the unknown parameters in the model equation (the constant 
C and the slope a in the original Lotka’s formula); and 4) testing of the 
conformity of the observed data to the theoretical distribution by means of 
a goodness-of-fit test.17

Unfortunately, none of the foregoing steps is constrained in one single 
direction, but different choices are consistent with the formal correctness 
of the entire validation procedure; as discussed in section 4.7, different 
Lotka-type models can be put to test beyond the original one and, as 
documented in section 7.3, different ways to allocate credit to authors 
are equally plausible (counting senior authors only, all coauthors, or 
fractional counting), which bear strongly upon the resulting distribution. 
Likewise, a number of alternative criteria are available both for estimating 
the unknown parameters (the method of moments, the linear least squares, 
the maximum likelihood, etc.) and for goodness-of-fit testing (chi-square, 
Kolmogorov-Smirnov test, etc.). Even more important, the fourth and 
decisive step of the procedure, namely testing whether the sampled popu-
lation is distributed in a specific way by means of a statistical hypothesis 
test, pivots on the usual assumption that data constitute a random sample 
drawn from a well-defined larger population, which is not actually the 
case for most bibliometric studies of author productivity, where both ran-
domness and a clear specification of the population of sources are quite 
impossible to achieve. Consequently, some have opted for an alternative 
modeling approach that starts with empirical data, not hypotheses, then 
draws simple generalizations from peculiar aspects of the data, finally 
introducing and putting to test simple mechanisms and more elaborate 
theories to explain those generalizations.18

Notwithstanding the foregoing drawbacks, the observation that scien-
tists’ productivity patterns tend to follow “some kind” of Lotka’s Law 
in a wide range of contexts, no matter the peculiar social conditions and 
the time span under consideration, led to the supposition that its underly-
ing mechanism could be derived from more fundamental mathematical 
principles. The encounter with other critical manifestations of the inverse 
power law eventually confirmed this supposition. In the aftermath of the 
encounter, nonetheless, even the assumption that the accuracy of Lotka’s 
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Law in fitting empirical datasets can be established by means of classic 
statistical methods would be called into question.

4.3. BRADFORD’S LAW OF SCATTERING 

Samuel Bradford, chief librarian at the London Science Museum, shared 
with Paul Otlet and Henry La Fontaine the ideal of a collective catalog 
of all human knowledge enabling scientists to achieve universal bib-
liographic control over technical and scientific documentation. A major 
obstacle to the project, in his opinion, was the inability of contemporary 
abstracting and indexing services to manage the “documentary chaos” 
by enclosing the available literature in a homogeneous grid of classified 
subject headings. Fragmentation and lack of standards resulted in poor-
quality information services and duplication of efforts: “Examination of 
these abstracts—he complained—showed that they related to only about 
two hundred and eighty thousand different papers, each paper being ab-
stracted on an average about 2.7 times. This means that less then half the 
useful scientific papers published are abstracted in the abstracting periodi-
cals and more than half the useful discoveries and inventions are recorded, 
only to lie useless and unnoticed on the library shelves.”19

The dissatisfaction with poor-quality indexing prompted Bradford to 
the task of determining its possible causes, one suitable candidate being 
the way articles on a given subject are scattered among scientific journals. 
The analysis and classification of entries in two geophysics bibliogra-
phies, the Current Bibliography of Applied Geophysics (1928–1931) and 
the Quarterly Bibliography of Lubrication (1931–1933), led him to the 
following observation: if journals carrying articles relevant to a given 
subject are ranked in decreasing order of productivity, and the number of 
papers contributed by each of them is computed, the result will be a core 
or nucleus of a few journals accounting for most of the articles on that 
subject, followed by other groups containing the same number of articles 
as the nucleus, but spread over an ever-increasing number of journals. In 
the applied geophysics bibliography, for example, Bradford found that

1.  the first group of 9 titles contributed altogether 429 articles;
2.  the next group of 59 journals contributed altogether 499 articles; and
3.  the last group of 258 titles contributed altogether 404 references.
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Each group, then, produced fairly similar proportions of articles, though 
by no means exactly the same number. The number of journals required to 
obtain such proportions could be roughly expressed as

1.  9 titles in the core of most productive sources;
2.  9 � 5 titles in the second group (equals 45 titles, a fairly acceptable 

approximation to 59); and
3.  9 � 5 � 5 � 9 � 52 titles in the third group (equals 225 titles, a fairly 

acceptable approximation to 258).

Thus, the ratios of title groups contributing roughly the same number of 
articles in the nucleus and succeeding zones could be written as

9 : 9 � 5 : 9 � 52

In the general case—i.e., for numbers of titles in the core different from 
9 and for multipliers different from 5—if we divide the entire expression 
by 9 and replace 5 with a variable m without necessarily restricting the 
number of zones to three, the result is

1 : m : m2 : . . .

Here m is the “Bradford multiplier” and depends on the specific collection 
of journals; though admitting it is “by no means constant,” Bradford hy-
pothesized it could approximate a constant, at least for the larger groups.

The above sequence of ratios amounts to saying that the bulk of articles 
on a given topic is concentrated in a small set of core journals and then 
scattered across other journals to such a degree that, if the set of relevant 
articles is subdivided in groups or zones containing the same number of 
items as the core, an exponentially increasing number of journals will be 
required to fill the succeeding zones. This simple theoretical statement is 
the “verbal” version of Bradford’s Law. It specifies a geometric progres-
sion in the cumulative number of source journals necessary for a subject 
bibliography to be “complete,” and its graphical output is easy to obtain in 
Bradford’s style: journals are ranked 1, 2, 3, . . . , n in decreasing order of 
productivity and arranged on the x axis on the common logarithmic scale; 
then the cumulative totals R(n) of articles carried by the first n journals 
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are marked along the y axis. So, for example, R(1) is the number of ar-
ticles contributed by the first-ranked (most productive) journal, R(2) is the 
sum of the number of articles contributed by the first-ranked journal plus 
the articles contributed by the second most productive title, and so on; 
finally, R(n) is plotted against the logarithm of n. When the instructions 
are followed to the letter, Bradford’s verbal formulation predicts a gently 
rising (convex) curve, by no means perfectly linear, which nonetheless 
approximates a straight line over a large part of the range. “We can thus 
say,” commented the author, “that the aggregate of references in a given 
subject, apart from those produced by the first group of large producers, 
is proportional to the logarithm of the number of sources concerned, when 
these are arranged in order of productivity.”20

Bradford also supplied a graphical version of the observed regulari-
ties which, in addition to explicitly delimiting the abnormal productivity 
of the nuclear zone, helped him to work out the algebra of the above 
“straight-line” logarithmic law. Its pattern is similar to the one displayed 
in Zone 1 and Zone 2 in figure 4.3: an initially rising or convex curve, 

Figure 4.3. Bradford-type distribution: sources are ranked in decreasing order of pro-
ductivity and the logarithm of the rank is marked on the x axis
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representing the nuclear zone of exceedingly productive journals, turns 
rather abruptly, at a certain critical point, into a straight line running 
smoothly toward the zones of decreasing productivity.21

Bradford did not release a clear analytical expression of the graphical 
law of scattering, because he implicitly assumed its equivalence with the 
verbal statement, but Brian Vickery demonstrated, as early as 1948, that 
such equivalence doesn’t hold, and the algebraic expression correspond-
ing to the graphical proof predicts only the upper straight-line portion of 
the observed curve. Consequently, the verbal and graphical formulations 
followed, in the decades to come, two seemingly different trajectories.22

4.3.1. Early Theoretical Developments 

In 1960, having applied Bradford’s Law to a bibliography on operational 
research, Kendall found a linear pattern even more pronounced than in 
Bradford’s own graph.23 A few years later, building on Vickery’s work, 
Ferdinand Leimkuhler issued a simple function for Bradford’s distribu-
tion, which was named after him:

R(n) � alog(1 � bn)

Here again R(n) is the cumulative number of articles issued by the n most 
productive journals, while a, b are parameters related to the subject and 
completeness of the journal collection. Leimkuhler treated previous equa-
tions derived from Bradford’s original statements as linear approxima-
tions of the above formula and, echoing Kendall, came to the conclusion 
that “Bradford’s Law and Zipf’s Law are essentially just two different 
ways of looking at the same thing.”24 With hindsight, it can be said that 
the search for a mathematical rationale of Bradford’s distribution initiated 
by early information scientists placed them on a road toward mathemati-
cal abstraction that later bibliometricians would also travel in pursuit of a 
general mathematical framework for Bradford’s Law and related statisti-
cal patterns.

Starting in the late 1960s, several mathematical formulations, models, 
and syntheses of previous statements related to Bradford’s Law have 
been put forth, but very little agreement exists about which model is the 
best. The degree of fitting achieved by a single formula, in fact, depends 
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largely on the selection of the initial sample and is severely hampered, 
in most datasets, by the occurrence of the “Groos droop,” a downward 
deviation at the upper end of the Bradford curve (see figure 4.3, Zone 3) 
named after the author who first reported it in 1967. A statistical test of 
the existing models for Bradford’s Law conducted by Liwen Qiu demon-
strated that even the best of them could not fit those datasets where the 
droop showed up.25

A deep impact on this line of investigation was exercised by Bertram 
Brookes’s obsession with the social and mathematical implications of 
Bradford’s Law. Whereas Leimkuhler had focused on the verbal formu-
lation of the law, Brookes explicitly addressed the issues raised by its 
“hybrid,” graphical version and subsumed all the previous variants under 
a formula composed of two parts accounting, respectively, for the raising 
curve in the nuclear zone and the linear range:26

R(n) � anb

R(n) � klog(n)

  

s

Here R(n) is still the cumulative number of articles contributed by the first 
n journals, k is a constant dependent on the document collection, s is the 
intercept on the x (log rank) axis, a is the number of relevant papers pub-
lished in the most productive journal, and b is an additional parameter that 
approximates a constant only for bibliographies restricted to relatively 
short time spans.

Brookes dismissed as “one true law syndrome” the previous attempts to 
pursue a global unification of bibliometric distributions through allegedly 
universal functions. A universal formula, in fact, appeared hardly achiev-
able in the existing conceptual framework, both because of the impossi-
bility of deriving Bradford’s Law from assumptions of classic probability 
theory and because of the way data originate: the law is expressed in 
rank-frequency instead of conventional size-frequency terms; and rank-
ing is more primitive and more congenial to social studies than counting, 
as it incorporates qualitative information alien to the physical statistics’ 
classification system, so treating ranks as cardinals would cause crucial 
information on items’ individuality to get lost. Frequency-rank distribu-
tions of the Bradford type, by contrast, “can be analyzed and interpreted 
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without dependence on any statistical theory or underlying probabilistic 
assumptions; they can be ‘theory free’ in use.”27

In line with these premises, Brookes set out to show the equivalence 
between an “empirical Log Law” derived from Bradford’s Law (without 
the nucleus) and a simple hyperbolic formula dubbed “inverse square 
law,” under which were subsumed also Lotka’s and Zipf’s formulations, 
the “anomalous” Law of Number, and Laplace’s Law of Succession.28 
The generality of the Log Law and the inborn superiority of the logarith-
mic representation of information units were sanctioned, in his opinion, 
by the simple observation that, each time a homogeneous set of sources 
is involved in some sort of (discrete) homogeneous process of item pro-
duction, the resulting frequency-rank distribution is logarithmic. Such 
pervasiveness led him to hypothesize that, beneath the proliferation of 
hyperbolic patterns in biological and socioeconomic phenomena, there 
stands a single, all-embracing success-breeds-success mechanism, whose 
mathematical explanation is well accomplished by means of a “mixed 
Poisson” stochastic model. Bradford’s Law turned by this way into “a 
particular example of an empirical law of social behavior which pervades 
all social activities,”29 and its unrelatedness to conventional mathematical 
ideas became the ideal justification for a yet-to-be developed “calculus of 
individuality” capable of competing with the standard calculus of classes 
in the foundation of a new statistical theory for the social sciences.30

4.3.2. Garfield’s Law of Concentration

Bradford’s Law transposes into an elementary statement a rather intuitive 
fact that is well known to library acquisitions departments: given a spe-
cialized field of study, a small number of journals produces approximately 
90 percent of the literature essential to its disciplinary survival, while if 
the purpose is to achieve 100 percent coverage, a much higher number of 
sources has to be added to the initial set. To define in exact mathematical 
terms the dispersion of items over sources in view of facilitating com-
parison between different datasets, bibliometricians resort to measures 
of concentration akin to those employed by economists for the unequal 
distribution of wealth and income within societies. The most popular are 
the Gini Index, named after the Italian economist who introduced it in the 
early 1900s, and its bibliometric counterpart, the Pratt’s Index, issued in 



 The Mathematical Foundations of Bibliometrics 101

1977 by Allan Pratt. Both are independent of the unit of measurement and 
apply to a Lorenz curve, that is, the curve obtained plotting the amount 
of resources held by equal segments of the population (or, in bibliometric 
terminology, the number of items produced by equal portions of sources). 
In the ideal situation, in which each segment produces the same number, 
the Lorenz curve is represented by a 45-degree line. In real situations, on 
the other hand, any deviation from equal distribution causes the curve to 
dip below the 45-degree straight line. The Gini coefficient captures the 
difference between the ideal cumulative distribution for the line of equal-
ity and the actual curve; hence, its value is set between 0 (no concentra-
tion, total equality) and 1 (no equality; the winner takes it all).31

In spite of the increasingly refined measures of concentration, Bradford’s 
original formulation has attracted many criticisms because of its limited 
practical value for collection management and database design purposes. 
For one thing, the law is articulated in terms of groups of journals, which 
seem to be an artifact of the law itself and do not relate in any way to the 
main variables at stake when journal content is handled in concrete situa-
tions, such as the research field and the specific properties of the journal 
collection.32 At a deeper level, much of the inadequacy has been ascribed 
by some critics to an unproblematic operationalization of the concept of 
subject made by Bradford and his supporters. Before estimating the scatter-
ing of literature on a given subject in scientific journals, in fact, one has to 
determine plausible criteria for assigning subject descriptors to individual 
documents. Yet, as showed in section 2.1, the solutions to this fundamental 
problem of information science, whether derived from human judgment, 
automatic full-text indexing, or citation links, do not necessarily overlap to 
the point of ensuring a univocal identification of core journals in the first 
zone of a Bradford curve. And things do not seem to get clearer from the 
perspective of online retrieval systems if, turning again to the massive lit-
erature on Bradford’s Law, one contrasts a 1981 article by Howard White, 
wherein the opportunity is welcomed to “Bradfordize” the search output 
from online databases by simply resequencing the hits by journal titles in 
decreasing order of number of hits contained in each journal, with the les-
sons learned from experiments focused on online searching behavior like 
the Getty Online Searching Project, carried out in 1989–1990 at the Getty 
Center for the History of Art and the Humanities in Santa Monica, Cali-
fornia.33 The Getty experiment testified to the uselessness of the concept 
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of “core journals” in the design of information services in the humanities 
for the simple reason that, being already familiar with a high number of 
individual publications in their field, the monitored scholars were much 
more inclined to judge positively the usefulness of the hardly predictable, 
unfamiliar hits produced by the low concentration sources in the outer zone 
(the tail) of the Bradford curve. A Bradford analysis is thus exposed to the 
risk, recently underlined by Jeppe Nicolaisen and Birger Hjørland, of pass-
ing off as a rule that journals publishing the largest number of contributions 
on a topic are the only ones worth reading by virtue of an undue transub-
stantiation of their quantitative prominence into qualitative eligibility.34

Measuring inequality in a Bradford curve, moreover, is not sufficient 
to answer the fundamental questions, Where precisely should one set the 
pole to demarcate the core of truly fundamental sources? How can the 
size of Bradford’s nucleus actually be computed for specific collections? 
How, in addition, can one estimate the size of the nonobserved class of 
journals, which, having not yet carried relevant articles on a subject at a 
given point in time, might do so at any moment in the future? Bensman 
has hypothesized that the inherent vagueness of Bradford’s sets might 
be properly conceptualized by means of Lotfi Zadeh’s fuzzy set theory, 
while Egghe and Rousseau have operatively made use of fuzzy sets and 
measures of concentration to work out exact core membership criteria for 
Bradford’s zones.35 The fuzziness of subject sets, which ultimately con-
firmed Bradford’s faith in the unity of science as reflected by the lack of 
clear boundaries between disciplines and journals, explains why, despite 
the initial enthusiasm of many librarians for the managerial potential of 
Bradford’s Law in serials selection, its practical implementations are 
scarcely reported, with just one noteworthy exception: ISI databases.

Toward the end of the 1960s, Eugene Garfield reaffirmed the validity of 
Bradford’s Law and, based on evidence drawn from the SCI (1969) and the 
Current Abstracts of Chemistry and Index Chemicus (1969), extended its 
range of applicability from single disciplines to science as a whole. His em-
pirical investigation of journal citation scores revealed that science can be 
construed as a super-set of disciplinary areas intersecting and overlapping 
at various points but still preserving a relatively small, multidisciplinary 
core of documentary sources. “So large,” he contended, “is the overlap be-
tween disciplines, in fact, that the core literature for all scientific disciplines 
involves a group of no more than 1000 journals, and may involve as few 
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as 500.”36 The observation that, in any field of science, articles are concen-
trated within the same group of multidisciplinary journals was subsumed 
by its author under a new general law, Garfield’s Law of Concentration, 
though he himself recognized its status as being more that of an axiom than 
of a law in the strict sense of the word. Metaphorically speaking, where 
Bradford could have depicted the literature on a subject like a comet, with 
the nucleus containing the few core journals, and the tail comprising all the 
other journals that sporadically publish important articles on the same sub-
ject, Garfield’s Law turned the tail of a discipline into a mixture of the docu-
mentary nuclei of the other disciplines. Further analyses also demonstrated 
that not only did the core journals publish comparatively more articles than 
peripheral ones, they also tended to preserve a high degree of stability in 
citation performance over the years, along with the ability to attract the most 
highly cited papers in every field. So whereas, from a global classificatory 
perspective, the Law of Concentration exasperated the fuzziness of journal 
sets caused by the intrinsic interdisciplinarity of scientific research, on the 
information retrieval (and evaluation) side it also legitimized the idea that, 
contrary to the myth of the scientist submerged by a flood of information 
spread throughout an ever-increasing bulk of literature, a limited number 
of journals produce most of the relevant scientific results in any field. This 
conclusion dramatically reduced the dimensions of the (virtually infinite) 
documentary universe in such a way that any attempt to achieve complete 
coverage would be both financially unadvisable and conceptually wrong. 
Consequently, multidisciplinary indexes like the CC and the SCI, whose 
source selection criteria were openly inspired by Bradford’s premises, could 
rightly claim a higher effectiveness in the retrieval of really relevant litera-
ture than any other subject-oriented index.

As early as the 1970s, the community of information scientists real-
ized the full convergence of Garfield’s Law with a similar regularity 
encountered in the area of library services by the British librarian Donald 
Urquhart. Analyzing the interlibrary loans of journals from the Science 
Museum Library in 1956, Urquhart found that less than 10 percent ac-
counted for approximately 80 percent of the requested items, and sug-
gested the Poisson distribution as a plausible stochastic model for circula-
tion data. Because the number of interlibrary loans of each journal had a 
strong positive correlation with the holdings of the same titles at major 
British libraries, he generalized the result in a law, stating that the number 
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of interlibrary loans of a journal is a reliable measure of its total use. Sub-
sequent experiments basically confirmed Urquhart’s findings, which also 
appeared perfectly in tune with analogous patterns of concentration in the 
local usage of library materials revealed by a series of studies conducted 
in American libraries since the late 1960s. Thus, what Garfield held true 
for the journal communication system, Urquhart had previously shown to 
be valid also for the library services arena: a relatively small set of jour-
nals satisfies most of the supra- and intralibrary demand and consists of 
the same core titles most widely held by academic libraries. Library usage 
phenomena, as Bensman would suggest in a 1985 paper, are no less driven 
by a cumulative advantage process than publications and citations, and 
there is good reason to believe that their skewed patterns are ruled by the 
same laws operative in the social stratification of scholarship.37

In some very fundamental ways, this structural inequality posited by 
Bradford-like regularities at the core of the science communication sys-
tem is the source of all good and evil alike in the history of scientometrics. 
What is good is its ability to render technically and financially affordable 
the tracking of excellence in the jungle of scientific information; were 
Bradford’s Law completely wrong, the SCI wouldn’t exist and be so use-
ful in descriptive and evaluative bibliometrics as well. What many judge 
evil is its proneness to perpetuate and theoretically justify the existing 
order of things—marked by an unfair allocation of social, economic, and 
symbolic capital—by telling a story that Garfield’s citation indexes would 
have brought to a logical completion, the story of a stratified scientific 
literature produced by a stratified community wherein scientific excel-
lence is confined to a few minds that live and work in a few institutions 
and deliver the fruit of their creativity to a few, high-quality, “must-buy” 
international journals owned by a decreasing number of multinational 
corporations ruling the roost in the global information market.

As an ideal bridge between the apparent abstractedness of Bradford’s 
Law and the concreteness of interests revolving around the lively world 
of evaluative bibliometrics, two further examples are in order. One is the 
“evaluating-the-evaluators” perspective at the journal level inaugurated 
during the 1980s by Braun’s “gatekeeping indicators,” which address 
the national structure and selection criteria of journal editorial boards 
entrusted with the task of securing the quality of published research by 
a permanent activity of control and screening at the content layer; any 
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Bradford-type pattern in the journal publication process is ultimately the 
distilled product of such critical gatekeeping routine.38 The other is the 
long-lasting debate over the exclusion of the Third World (or develop-
ing countries) from the new scientific information order subject to the 
monopoly of Western countries; in a Bradford-compliant universe, there 
is only one valid world science, and those who possess it are expected to 
hand over its secrets to those who don’t. Questionable as it may be, this 
assumption is at the roots of both a deeper understanding of the structural 
limitations of citation databases/indicators in research evaluation on a 
worldwide scale and a stronger participation by Western and non-Western 
authors in the stream of bibliometric research which, starting from Price’s, 
Moravcsik’s, and Garfield’s pioneering concern for the subject, ends up 
in the project of mapping the ever-growing presence and impact of Third 
World research in international scientific journals.39

4.4. ZIPF’S LAW AND MANDELBROT’S 
REINTERPRETATION

Zipf’s Law is apparently outlying in comparison with Lotka’s, Brad-
ford’s, and Garfield’s laws because it has nothing to do with the tradi-
tional, external actors of the documentation scenario (authors, papers, 
journals, citations). Rather, it pertains to the inner and somewhat impen-
etrable act of generating and shaping the linguistic expression of a text 
or speech, whatever its scope. Word frequency distributions, in addition, 
have long attracted statisticians’ attention not only because, unlike other 
skewed distributions recurrent in nature and society, they feature large 
numbers of rare, low-probability events (words), but also for the readily 
available empirical environment they provide when the effect of the non-
randomness typical of human discourse on probabilistic models imbued 
with assumptions of randomness is to be ascertained. It’s no accident, 
then, that written text, specifically the alternation of vowels and con-
sonants in Pushkin’s poem Eugene Oneghin, served as the main testing 
ground for the groundbreaking extension of probability calculus to the 
outcomes of trials dependent on each other, performed by the Russian 
mathematician Andrey Markov at the beginning of the twentieth century. 
And such extension was all the more remarkable because, some decades 
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later, Markov processes would govern individual studies in bibliometrics 
almost the same way classic bibliometric laws would take the lead in 
group studies.

George Zipf, professor of philology at Harvard University, considered 
language not simply an elaborate system of signaling and communication, 
but a complex tool of behavior, whose structure cannot be isolated from 
the personal, social, and cultural background of the speakers. He held 
that, to grasp its hidden structure, one should quantitatively investigate 
its patterns of use in everyday speech, which are “by no means essentially 
incommensurable with the patterns of style, of metrics, even of music.”40 
Such premises allowed him “to investigate speech as a natural phenom-
enon . . . in the manner of the exact sciences, by the direct application of 
statistical principles to the objective speech-phenomena.”41 It is of little 
importance that Zipf was not a skilled mathematician and supported his 
word counts with arguments appealing to some mystical force acting in 
nature. The history of science, as is well known, teems with examples of 
fruitful research programs and valid scientific results born of (or grafted 
onto) a controversial core of metaphysical beliefs.

Zipf’s linguistic law is just one of the several empirical regularities 
disclosed by the author’s visionary human ecology. Formerly stated by 
the French stenographer Jean Baptiste Estoup and the American physicist 
Edward Uhler Condon, the law applies to words in their material, full-in-
flected form as it appears in a text (word-tokens), each word-token being 
a particular occurrence of the corresponding lexical unit or dictionary 
entry (word-type). For example, in the sentence “child is child is child is 
child,” there are two types (“child” and “is”) and seven tokens (all the dis-
tinct occurrences of “child” and “is”), so a Zipfian analysis would count 
all the seven items, assigning rank 1 to the word-type “child” occurring 
four times and rank 2 to the word-type “is” occurring three times. Zipf’s 
Law states that in a relatively long text, if one ranks the word-types in a 
decreasing order of frequency, assigning rank 1 to the first most frequent 
word, rank 2 to the second most frequent word, and so on, and then 
multiplies each rank by the number of occurrences of the corresponding 
word-tokens, the product is roughly equal to a constant, at least for values 
placed in the middle to low ranks. In symbols,

r . f � C



 The Mathematical Foundations of Bibliometrics 107

where r is the rank of the word-type, f is the number of times it occurs, 
and C is a constant related to sample size. The same equation is most com-
monly given in the logarithmic form

logr � logf � logC

which, plotted on a double logarithmic chart, yields the characteristic graph 
of a straight line with a slope approximately equal to �1 (see figure 4.2).

At its simplest, the law amounts to saying that the vast majority of text 
words appear only a few times, and a limited number are extremely fre-
quent. The distribution of words in a text is skewed, closely resembling 
that of scientific papers between authors (Lotka) and articles between jour-
nals (Bradford). Indeed, if Zip’s Law is written in the more general form

rB . f � C

where B is a constant with value less than or equal to 1, it is clear that 
the number f of occurrences of a word on rank r is a decreasing power 
function of r.

Zipf knew that his law fitted some empirical datasets poorly. The word 
frequency distribution in “nonstandard” texts produced by children and 
psychiatric patients, for example, revealed a distinct deviation from the 
straight line. Nonetheless, he tirelessly set out to corroborate the ubiq-
uity of the inverse rank-frequency relationship by analyzing frequencies 
counts of words in a huge number of different natural language corpora, 
including four Latin plays by Plautus, Joyce’s Ulysses, and a text in col-
loquial Chinese. From a word index of Joyce’s Ulysses, for instance, he 
discovered that the tenth most frequent word in the novel was mentioned 
2,653 times, the one hundredth most frequent word occurred 265 times, 
and the five thousandth most frequent word occurred 5 times. If one mul-
tiplies 10 � 2,653, then 100 � 265, and finally 5 � 5,000, the result is 
approximately constant, or at least variable within a small range, thus con-
firming the law’s validity even in the case of a highly experimental and 
linguistically subversive literary text. Zipf ascribed the skewness of word 
distribution to the human intrinsic tendency toward an equilibrium in the 
ordering of the language’s elementary components, a tendency ultimately 
amenable to the basic explanatory factor that he posited at the origins of 
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all personal and collective actions: the principle of economy or “principle 
of the least effort.” An intuitive consequence of this principle is, for ex-
ample, the preference for usual, short, and easy to pronounce words over 
rare, long, and difficult to pronounce ones.

Zipf’s model of language did not catch linguists’ attention until recent 
times, when the importance of a holistic, quantitative, and discourse-
based approach to language structures has been reappraised. From an 
information science perspective, his theories and sound research meth-
odology are less noteworthy than the extra-linguistic fortune of the em-
pirical formula they underpinned. Since the 1950s, indeed, Zipf’s Law 
has undergone various refinements and attempts at rigorous mathemati-
cal foundation from perspectives as diverse as Mandelbrot’s uptake of 
Shannon’s information theory, Bruce Hill’s adaptation of Bose-Einstein 
statistics, Herbert Simon’s and Derek Price’s derivations of hyperbolic 
distributions from a stochastic birth process, and Gustav Herdan’s proj-
ect to translate into mathematical functions De Saussure’s dichotomy 
langue-parole.42 In hindsight, the Simon/Price’s stochastic pathway and 
Mandelbrot’s deterministic approach exercised the strongest impact on 
subsequent informetric modeling. Mandelbrot introduced a more general 
formulation of Zipf’s Law:

(r � m)B f � C

where f is still the frequency of a word, r its rank, m, B, C are constants 
dependent on the corpus. The additional parameters m and B could be ad-
justed to better fit empirical data, especially for the high-frequency words. 
It has been suggested, for instance, that m could account for different uses 
of a given language, while B could reflect the difference in frequency 
patterns between natural and artificial languages (such as DIALOG and 
Elhill).43

Mandelbrot’s formula resulted, as a first approximation, from interpret-
ing Zipf’s principle of the least effort in terms of minimization of com-
munication costs in accordance with Shannon’s theory of communication; 
that is, language aims at transmitting the largest variety of signals with the 
least delay, and the cost of a word can be thought of as the number of let-
ters (plus additional space) composing it. Zipf’s Law, specifically, was a 
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necessary consequence of the probabilistic structure of human discourse, 
conceived as a highly complex system of phonemic units (and pauses) 
regulated by stochastic rules. During the 1950s, Mandelbrot had also 
specified how these rules could be figured out, advocating the urgency 
of studying scaling distributions of the Pareto and Zipf-type within the 
framework of stable, non-Gaussian distributions. In trying to derive Zipf’s 
Law from general premises, he simply connected its hyperbolic pattern to 
the scaling property of the lexicographic tree, each branch of the tree be-
ing approximately a reduced-scale version of the whole. Such capability 
of preserving a given pattern or degree of complexity at different magni-
tudes would become the hallmark of the fractal objects, whose mathemati-
cal theory and graphical advertising have been attached to Mandelbrot’s 
name since the mid-1970s.

Fractals are one of the most ingenious devices enabling scientists to 
cope with the mathematical structure of complex systems. In daily life, it 
is quite common to refer to elementary geometrical shapes, such as lines, 
squares, or cubes, taking them to be, respectively, one-, two-, or three-
dimensional. In a sense, this apparently trivial characterization points to 
three different degrees of complexity associated with those shapes. But 
if the measure of an irregular shape of fractal type, let’s say the highly 
involved curve of a coastline, is attempted, then different results will be 
expected depending on the resolution of the measuring instrument, be-
cause each portion of the coastline is, statistically, a reduced-scale image 
of the whole. Stated alternatively, the fractal-coastline is a self-similar 
object calling for a characterization in terms of fractional dimensions 
incompatible with the conventional picture of uni-/bi-/tri-dimensional 
shapes encountered in everyday life. This peculiar resilience to complex-
ity ensured that, after Mandelbrot’s seminal work, fractals progressively 
gained credit as a conceptual and mathematical tool for modeling many 
chaotic phenomena occurring in natural, social, and artificial environ-
ments. Bibliometrics did not evade this trend, although one basic enigma 
steadily resists it: notwithstanding the variety of models adaptable to Zipf-
like distributions, nobody could explain convincingly why they exist and 
are so widespread. We can’t explain, for example, why Zipf’s Law seems 
to be valid even in randomly generated texts, such as a text typewritten by 
a monkey hitting keys at random.
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4.5. THE GROWTH OF SCIENTIFIC LITERATURE

The growth rate of science is not merely a matter of speculative interest. 
With the obvious proviso that scientific growth and scientific literature 
growth are far from being coincident, the rate at which the size of the liter-
ature in a specific subject area increases is by itself a variable affecting the 
outcome of several other variables deeply embedded in flesh and blood, 
including individual scientists’ career opportunities in that area (the more 
rapidly a field expands, the more likely young aspiring researchers will 
hold a position in it), citation performance (the faster the growth rate, the 
higher the portion of recent citable papers), and national productivity (a 
logistic curve limiting the growth of science is in principle unacceptable 
if, as in the Soviet Union, science is raised to the rank of key driver of the 
national economy). This explains why, for want of more viable alterna-
tives, Derek Price’s exponential and logistic models of scientific growth 
are still widely discussed and have undergone the same treatment reserved 
to classic bibliometric laws: they have been tested against empirical (bib-
liographic) evidence, and their goodness-of-fit has been compared with 
that of competing or complementary models across many specialties. Pre-
dictably, it turned out that literature growth follows different, sometimes 
intermingled patterns within different research fields, so that linear, expo-
nential, logistic, power, or mixed models appear necessary, from time to 
time, to obtain the best fit for empirical data series.44 Most important, it 
became clear that any measure of the size of science is strongly affected 
by several obstacles of technical and methodological nature. One of them 
is the difficulty of determining the exact point in time at which a research 
field is supposed to grow out of previous literature: a historical problem 
mostly lacking an immediate solution. Equally critical points concern the 
geographic and linguistic biases of journal literature databases and the ex-
istence of many fields in which journal papers are not the primary means 
of communication nor the best starting point for estimating knowledge 
production rates.

In the early 1960s, an original solution for dealing quantitatively with 
literature dynamics came from William Goffman, who, working solo or 
in collaboration mainly with Vaun Newill and Kenneth Warren, devel-
oped a set of conceptual and mathematical tools inspired by an epidemic 
model of diffusion. This model compares the transmission of ideas within 
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a population to the transmission of an infectious disease, the written sci-
entific article being the intermediary vector for the transference of infec-
tious materials (ideas) between “infectives” (authors, researchers) and 
“susceptibles” (those who can become infectives upon contact with infec-
tious material). Though admitting the feasibility and even desirability of a 
(more realistic) stochastic variant based on finite state Markov processes, 
the authors issued a deterministic version of the model featuring a set 
of differential equations applied to the analysis of growth, stability, and 
decay of communication processes in a given research field.45 Among the 
manifold subsequent applications and extensions of Goffman’s theory, 
the mathematical description of the time-evolution of six (natural sci-
ences) research fields in terms of authors and publications recently carried 
out by Luís Bettencourt and colleagues conveys further evidence of the 
self-similar structure of science implicit in the ubiquity of power laws. 
In each field, independently of whether the growth pattern is logistic or 
not, productivity per author remains stable also when the field grows in 
size by orders of magnitude, thereby “suggesting that recruitment (of sus-
ceptibles via author pool growth) is the fundamental driver of scientific 
development.”46

Here, as elsewhere in the history of bibliometrics, a major hindrance to 
the generalization of results is the difficulty of crossing the boundaries of 
pure quantity to enrich the analysis with quality criteria that might help 
distinguish the sheer growth of literature from the more desirable growth 
of (good, useful) knowledge. Price was aware of this gap when, build-
ing on “rather tenuous hypotheses and measurements,”47 he formulated 
his square root law. He also wished to exert a better quality control on 
the measurement process by suggesting that, in testing the exponential 
growth hypothesis, it is more advisable to count “the heads of whichever 
papers are listed by one of the great abstract journals or bibliographies” 
rather than simply to count the journals, which recurrently publish papers 
“immersed in nonscientific material.”48 Other authors applied preestab-
lished qualitative criteria to the counting units themselves, as in the case 
of Kenneth May, who developed a predefined classification scheme for 
distinguishing, in a bibliography of mathematical papers on determinants, 
the units bearing new ideas and results from duplications, trivia, and pa-
pers with applicative, historical, or educational character. He could thus 
compute the time trends for each class of materials separately. Later on, 
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Jean Tague and colleagues adapted a similar approach to a bibliography 
on the obsolescence of library materials.49

Along this line, unavoidably, the observation of a literature growth 
trend in a research area raises the question of whether and how it relates to 
changes in the knowledge content. It is just a short step further, then, to go 
beyond the sheer problem of determining the size increase of science and 
meet some true epistemological dilemmas about what causes scientific 
change and what separates good science from garbage. Crossing the quan-
tity/quality threshold one finds, first and foremost, Lakatos’s emphasis 
on the occurrence, throughout the history of science, of progressive and 
degenerative problem shifts; Popper’s claim that scientific change is not a 
cumulative process, nor simply a sequence of increasingly refined deduc-
tive systems, but rather a progression from problem to problem driven by 
error elimination; and Kuhn’s idea that knowledge advancement is the 
result of scientific revolutions bringing on a drastic reorganization of the 
existing conceptual framework.

Zooming out from individual disciplines to the global dynamics of 
science, in the late 1990s, van Raan repeated, on a larger scale, Derek 
Price’s analysis of the references in an annual edition of the SCI.50 He 
examined the age distribution of nearly fifteen million references from 
ISI-covered papers published in 1998. Except for a couple of remarkable 
differences in the interwar and post–World War II periods, the results 
substantially confirmed Price’s conclusions: the evolution of science-
in-the-large conforms to a super-exponential distribution, which can be 
formally approximated by the same model equation describing unlimited 
tumor growth (Gompertz equation). For shorter time intervals, instead, a 
normal exponential equation fits the data quite well. What differentiates 
van Raan’s model from other proposals is that, taking advantage of the 
mathematics of complex systems, he uses the fractal structure to explain 
the evolution and differentiation of science-in-the-large. Science is por-
trayed, accordingly, as a complex, self-organizing, biologically growing 
system, comprising many self-similar subsystems or research fields whose 
size distribution conforms to a power law. Each research field originates 
from an important breakthrough in scientific research and each, in turn, 
gives rise to other breakthroughs, hence to new research fields, with a 
probability proportional to its size. The philosophical implications of Van 
Raan’s and Price’s models sound like an anti-Kuhn manifesto: science 
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doesn’t evolve by dramatic, socially and psychologically driven paradigm 
switches marking the transition from revolutionary to normal (cumula-
tive) scientific activity; rather, new ideas and research fields, which may 
well be deemed revolutionary in their own right although on different 
scales of magnitude, develop almost linearly from antecedent ones, so 
that “there is no ‘normal’ science alternated with well-defined periods of 
‘revolutionary’ science in which new paradigms start to dictate the rules. 
Science is always revolutionary, but by the typical statistics of complex 
systems, there are mostly smaller and only rarely big breakthroughs.”51

Quantitative analyses cannot answer fundamental questions on scien-
tific change better than philosophical or sociological ones. Nevertheless, 
as testified by Price’s and van Raan’s examples, they offer philosophers 
and sociologists just one more perspective, whose aim is not to supersede 
qualitative investigations, but to “stretch the method to the full and exam-
ine critically any benefits which might thereby accrue.”52

4.6. THE OBSOLESCENCE OF 
SCIENTIFIC LITERATURE

Scientific literature, like living beings, grows old and loses, partially or to-
tally, its initial power of attractiveness. Authors give up using documents 
when they no longer meet their requirements or, on the other hand, when 
they become so essential that their content is silently incorporated in ev-
eryday practice. Intuitively, moreover, due to its self-corrective character 
and a wider agreement of researchers on empirical and methodological 
issues, scientific literature ages more quickly than literature in the social 
sciences and the humanities. Bibliometricians call “obsolescence” or 
“aging” the process by which the chance of a document being currently 
used declines with its age. This, in turn, is taken as an indicator that, on 
average, the validity or utility of the information contained therein de-
clines as well. An exact determination of the rate of obsolescence in dif-
ferent fields is a highly desirable task not only for better differentiating the 
various types of scholarly activity and their respective archival needs, but 
also for placing in a more meaningful context any indicator of scientific 
value based on quantitative criteria. The process of aging, in other words, 
is critical both for librarians or database managers striving to improve 
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management criteria of ever-growing (print or electronic) collections and 
for information scientists seeking hidden, field-dependent patterns of de-
creasing information flows over time.53

Although obsolescence of scientific literature can be evaluated in 
various ways, for example by examining the local circulation records in a 
library, Price linked it closely to the time distribution of citations: if a docu-
ment is cited soon after its publication and then quickly forgotten, as typi-
cally happens to research front papers, its obsolescence is high, whereas if 
it continues to be cited in the years to come, as is usual in social sciences 
and the humanities, its obsolescence is low. At the 1958 International 
Conference on Scientific Information, an active interest already existed in 
“half-life,” a concept shaped by analogy with radioactive decay and made 
popular by Richard Burton and Richard Kleber in 1960. It is defined as the 
time during which half the total use of a given literature has been made. At 
its simplest, if usage is estimated by citations, it is computed for a set of 
source documents published in a given year by subtracting that year from 
the median publication year of the papers citing the documents. A typi-
cal “radioactive” pattern of aging exhibits an exponential decay of usage 
hits; that is, the expected number of citations accrued to the source items 
decreases year to year by the same aging factor.54 Later bibliometricians 
welcomed the invitation to play the game through citations and assumed 
the exponential model of decay as the launchpad for more complex formu-
lations using either (or both) of two perspectives: looking forward, from 
a point in the present time, to the age distribution of documents citing a 
fixed set of source documents (diachronous obsolescence) or, alternatively, 
looking backward to the age distribution of references cited in a given set 
of sources (synchronous obsolescence).

Brookes canonized Burton and Kebler’s model, further specifying the 
conditions under which a negative exponential distribution (or a geo-
metric distribution, if one works with discrete quantities) can be applied 
to describe and predict aging phenomena. Yet he also argued that neat 
mathematical solutions could be relied on only to the extent that they 
fitted citation data referred to narrow scientific literatures over relatively 
short time spans. In real library contexts, otherwise, observations are not 
expected to conform with theoretical distributions, because any practical 
measure of obsolescence has to cope with the singularities emerging from 
samples of actual literature usages by local user groups.55 In the aftermath 
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of Brookes’s systematization, a lively debate took place on the subject of 
literature obsolescence, resulting in a polarization of perspectives along-
side two contrasting positions that would still be recognizable in later 
contributions.

On the conservative front, many authors continued to adopt citation 
statistics to investigate the aging trajectory of various research areas, 
to further corroborate exponential decay in literature usage, or to work 
out best-fitting mathematical functions. In the early 1980s, the Japanese 
bibliometrician Hideshiro Nakamoto conducted a large-scale study on 
cited references that appeared in publications between 1961 and 1984 
and were indexed by the SCI. He confirmed the exponential decrease 
in citation by age and claimed the equivalence of synchronous and dia-
chronous approaches on the ground that they generated similar curves.56 
More recently, Vincent Larivière and colleagues used ISI citation data to 
examine, at different time periods, the age distribution of cited references 
in natural sciences and engineering journals over more than one hundred 
years (1900–2004). Interestingly enough, besides the slowing down of 
the exponential growth during the last three decades, they also found 
a constant increase in the median age of cited literature since the mid-
1960s. That is to say, despite the increasing availability of recent, ready-
to-access, and ready-to-cite documentation in electronic format, scien-
tists in those areas have been relying on an increasingly old set of source 
materials. In the authors’ view, this is the sign that current researchers 
have constantly been adding puzzle-solutions to firmly grounded and 
durable paradigms built on past scientific achievements.57 Striking out 
in the consolidated direction of advanced mathematical modeling, others 
have tried to express the actual citation history of individual documents 
as the realization of a stochastic process, which works under special as-
sumptions, leading to a gradual decrease in their use. Though alternative 
solutions have also been proposed, stochastic models seem preferable to 
competing mathematical treatments because, at least in principle, they 
allow for the translation of the diverse factors influencing aging into 
parameters that can be estimated from empirical data with a specified 
margin of error.58

On the front of detractors, some authors sharply criticize the concept of 
obsolescence, emphasize its methodological shortcomings, and question 
even the possibility of measuring it in any meaningful way by means of 
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citations. For one thing, it is contended that linking obsolescence to the 
progress of science, hence to the loss of validity of older documents, and 
taking usage hits as direct indicators of validity is simply incorrect. Usage 
and validity are not necessarily related; documents no longer used might 
contain valid information that is simply incorporated in later documents 
or pertains to an unfashionable subject area. Likewise, information no 
longer valid doesn’t necessarily cease to be useful, because it might be 
embedded in widely accessed documents (it is the food for historians, 
indeed). In the second place, as argued, among others, by Maurice Line 
and Alexander Sandison, obsolescence rates measured by crude citation 
counts are only apparent, because they don’t take into account the confus-
ing role of literature growth: more citations being made to recent than to 
older literature might simply reflect the availability of many more recent 
citable documents instead of an actual decline in use of the older ones. A 
corrective factor is required if citation rates are to be adjusted for changes 
in the size of the citing population (or of the citable population in the case 
of synchronous obsolescence).59 In addition, citation practices vary widely 
across disciplines. A study by Helmut Abt in 1981, for example, showed 
that citations to astronomical papers reach their peak five years after pub-
lication and then decrease at a linear rate, still preserving a half-maximum 
rate twenty years after publication; biochemistry articles, on the other 
hand, have been found to age according to a negative exponential func-
tion, with a median citation age of three years, but with dramatic varia-
tions across content typologies.60 The latter result also suggests that even 
the subject area is a variable when aging patterns are to be determined, but 
it would not take too much to extend a similar confounding role to several 
other variables as well:

1.  Publication types: A research article ages differently from a letter.
2.  Level of abstraction: A methodological contribution, even Galileo 

Galilei’s, might still be cited for many years after the disappearance 
into oblivion of many empirical case studies.

3.  Author reputation and social status: Few would dare to omit citing 
even the most trifling paper published thirty years before by the senior 
author in a field, above all if he or she is likely to sit on future tenure 
committees.
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4.  Journal centrality: Prominent journals attract high-quality and endur-
ing papers, but the opposite holds true as well, namely that papers 
published in prominent journals age slower just because of the annexed 
Matthew Effect.

5.  Degree of interest or fashionableness of the subject: An unfashionable 
subject attracts few citations regardless of the validity of contributions.

The true challenge for a bibliometric model of aging, then, would be 
to account for the complex interaction of the above factors in the aging 
process. From this point of view, literature aging is a construct as puzzling 
and difficult to manage as those of impact, influence, and reception, given 
the impossibility of constraining it in the close-mesh net of a ready-made 
mathematical framework.

4.7. THE UNIFICATION(S) OF BIBLIOMETRIC LAWS

Frequently in the history of science the quest for certainty and sound 
theoretical foundations has been fulfilled by the reduction of a complex 
matter to a small set of basic principles from which specific statements 
are then derived through logic or mathematical reasoning. This happened 
also when, persistently from the 1970s onward, bibliometricians sought 
to demonstrate that, under certain conditions, the laws of Lotka, Bradford, 
and Zipf are mathematically equivalent, that an exact relation between 
the corresponding parameters can be given, and that, in the last analysis, 
they can be “explained” (in a mathematical sense) on the basis of more 
fundamental principles, whether in a stochastic or a deterministic fash-
ion.61 More often than not, such explanations rely on real numbers and 
real analysis techniques, notably integration and differentiation, which 
supply a mathematical approximation to the discrete reality of informet-
ric data (authors’ ranks are natural numbers, and so are productivity and 
citation scores), but alternative approaches have also been tested, such 
as Chen and Leimkuhler’s demonstration that, if an index is assigned to 
each entry of a ranked set of bibliometric data, the equivalence of Lotka’s, 
Bradford’s, and Zipf’s laws can be derived by means of natural numbers 
and without resorting to goodness-of-fit methods.62
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Bibliometricians, as discussed in section 4.1, were not alone, nor were 
they the first to face the mathematical harshness of a skewed universe. Be-
fore touching them, the effects of the British biometric revolution on early 
twentieth-century statistical thinking turned up dramatically in linguistic 
and socioeconomic areas of inquiry, where critical patterns concerning 
the skewed distribution of word frequencies in natural languages and of 
wealth among populations appeared regularly on the research agenda. It 
was almost natural, then, that the way biologists, linguists, and economists 
had handled similar situations provided bibliometricians with useful indi-
cations of how to set up a mathematical toolkit adequate to the informa-
tion science arena. This holds true, for example, with reference to Herbert 
Simon’s uptake in econometrics of G. Udny Yule’s statistical work, to 
Joseph Irwin’s implementation of the Waring distribution in the analysis 
of long-tailed biological datasets, to Gustav Herdan and Herbert Sichel’s 
reappraisal of mixed Poisson processes in modeling word frequency 
distributions, and above all to economists’ concern with the oddities of 
Pareto’s distribution.

The occurrence of a hyperbolic pattern “is so frequent,” contended 
Herbert Simon as early as 1955, “and the phenomena in which it appears 
so diverse, that one is led to the conjecture that if these phenomena have 
any property in common it can only be a similarity in the structure of the 
underlying probability mechanism.”63 Simon issued a model based on a 
stochastic birth process similar, in many respects, to the one developed 
a few years earlier by the British mathematician David Champernowne 
for income distribution. It is basically a success-breeds-success model 
built on two assumptions that he exemplified in terms of word frequen-
cies. Given a text that is being written and that has reached a definite 
length, 1) the probability that the next word being written is a word that 
has already occurred x times is proportional to the total number of occur-
rences of all words that have appeared exactly x times, and 2) there is a 
constant probability that the next word will be a new word at all. Simon 
demonstrated that, if managed in a coherent probabilistic framework, the 
two assumptions lead to the Yule distribution. Of course, they were not 
the sole assumptions from which the final equation could be derived, but 
they were sufficiently plausible to enable a mathematically consistent 
treatment of “nonrandomness” in biological and social phenomena. De-
spite Mandelbrot’s criticisms, Simon’s paper spurred a great deal of work 
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on stochastic modeling in information science. It also drew the attention 
of Kendall who, in the aforementioned 1960 study on the bibliography 
of operational research, underlined the structural equivalence between 
Bradford’s and Zipf’s laws and praised the Simon/Yule approach as “a 
completely different way of looking at this topic which subsumes the 
Bradford-type distribution under a general class.”64 Robert Fairthorne 
followed the line in a 1969 classic review article expressly invoking the 
profound kinship between the Lotka/Bradford/Zipf formulations and 
those devised by Pareto and Yule in the economic and biological domains, 
respectively.65 Shortly thereafter, an article published in Nature by the 
Indian physicist S. Naranan featured a general, power law version of (the 
verbal) Bradford’s Law. Inspired by Fermi’s theory of the acceleration of 
cosmic rays, the author linked its emergence to the growth dynamics of 
scientific literature on the basis of three assumptions, none of which were 
necessarily “true”: the number of journals producing articles on a subject 
grows exponentially; the number of articles within each journal augments 
exponentially as well; and such growth rate of articles is the same for all 
journals.66 Quite similar assumptions would be used, many years later, by 
Egghe to describe information production processes as self-similar frac-
tals in the context of Lotkaian informetrics.

In the late 1970s, the Russian mathematician A. Yablonsky embraced 
Mandelbrot’s cause as far as the intractability of skewed distributions in 
the conventional probabilistic framework was concerned. Alternatively, 
he used non-Gaussian statistics to derive Zipf’s Law as one of the possible 
approximations of stationary (time-invariant) scientometric distributions, 
endeavoring to demonstrate that, for the asymptotic behavior of a distri-
bution to be Zipfian, the distribution must necessarily be non-Gaussian.67 
Sergej Haitun further specified and extended Yablonsky’s work, arguing 
for the non-Gaussian nature of scientific activity in general.68 His argument 
on the inadmissibility of Gaussian statistics in the mathematical explanation 
of Zipfian phenomena was enthusiastically welcomed by Brookes as the 
decisive call for a new paradigm in quantitative social studies. At about the 
same time, by contrast, Sichel refuted Haitun’s radical contention, show-
ing that a variety of long-tailed datasets encountered in the social sciences 
can be fitted, still retaining the finiteness of variance as in conventional 
probabilistic thinking, by a generalized inverse-Gaussian-Poisson distribu-
tion (GIGPD).69 Not only did the GIGPD fit many of the existing datasets, 
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including those refractory to the Simon/Yule and the Waring distributions, 
but almost all of the previously issued theoretical functions could be derived 
as its special or limiting cases. One major obstacle in implementing the 
distribution is that the zero-class, that is, the number of nonactive sources 
that can potentially generate items at any time, is not actually observed. 
Such is the case for the number of journals that can carry relevant articles 
on a given subject, the number of unproductive scientists who can produce 
research papers, and the number of words that a poet could have used in 
his or her poems but didn’t. Sichel had hinted at one possible solution on 
the basis of a recursive procedure. Following his path, Burrell and Fenton 
confirmed the possibility of obtaining good statistical estimations of the 
GIGPD parameters, thanks to numerical methods of approximation made 
easier by enhanced computing facilities.70 Thus, thanks to Sichel, skewed 
bibliometric distributions recovered a seat in classic probability theory just 
when they seemed on the verge of losing it and, despite the daunting math-
ematical form of the GIGPD, the impact of his way to unification on infor-
mation science was deep, as testified by Brookes’s hesitation in publishing 
a long-planned book on Bradford’s Law due to fundamental issues raised 
by the Haitun/Sichel debate.

The idea that the place of informetric laws in statistics should be much 
the same as that of the Gaussian distribution in classic probability theory 
is also pivotal in Abraham Bookstein’s informetric work. Output mea-
surement in social sciences is normally steeped in ambiguity, uncertainty, 
and arbitrariness in the definition of the variables at stake, but the uncanny 
stability with which, no matter the specific content and the way data are 
conceptualized, Lotka-type patterns resurface under a vast range of cir-
cumstances and modifications, points to one fundamental virtue of classic 
bibliometric laws: “resilience” to ambiguity and imperfect measurement. 
In the mid-1970s, inspired by the unifying role of symmetry principles 
in particle physics, Bookstein issued a general bibliometric model that 
complied with the above resiliency and encompassed the empirical for-
mulations of Lotka, Bradford, and Zipf as special cases. Starting from 
Lotka’s Law under the specific constraints imposed by symmetry (or 
invariance) considerations, he argued that, for that law to emerge in such 
a wide variety of social conditions and independently of the observational 
time window, the only realistic function expressing the expected number 
f(n) of authors producing n papers in a disciplinary sector over a definite 
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period of time is obtained when f(n) is proportional to an inverse power 
of n. An entire set of probability distributions can be shown to generate 
a similar function and account for the random component inherent in its 
empirical manifestations, the most general being the class of compound 
Poisson distributions.71

In 1976, Derek Price showed that the same model equation issued by 
Simon could be derived from a modification of the Pólya Urn scheme. 
The urn model, already sketched out in section 4.1, was meant to ac-
commodate the skewed empirical distributions of words in text corpora, 
of authors’ and journals’ productivity rates, and of citations to scientific 
papers. Four years later, Ravichandra Rao elaborated on Price’s solution 
to demonstrate that, under the same conditions posited by Bookstein, a 
negative binomial distribution is the most suitable model for Lotka-type 
patterns of scientific productivity. Shortly thereafter, Tague corroborated 
Rao’s conclusion through the generalization of Price’s urn scheme in a 
multiple-urn model that leads asymptotically to a binomial distribution 
containing the Simon/Yule distribution as a special case.72

Insistently since the 1980s, a further dimension added to the complexity 
of mathematical modeling in the bibliometric workshop: time. In a sense, 
time would be a very desirable component of every truly useful model of 
a natural or social system because the correct implementation of a time pa-
rameter opens the possibility for predicting the future states of the system. 
As noted elsewhere, though, the stochastic nature of informetric processes 
and the multiplicity of interconnected causes influencing their dynamic 
behavior prevents any simplistic description of such evolution. That is 
why, except for Bradford’s and Kendall’s early concern with the predictive 
problem of estimating the new journals appearing during a certain period 
as well as the “invisible” class of extant journals, which could produce 
relevant articles on a given subject at any moment, the time scale has gone 
almost completely overlooked, at least during the first decades of biblio-
metric history. The classic laws of Lotka, Bradford, and Zipf, for example, 
are static and purely descriptive, and so is Price’s CAD, which depends 
only on the size of the population and the mean number of successes per 
item. Interestingly, despite a critical note by Paul Kantor on how a time-
dependent reformulation could improve upon the initial model, Price held 
on to the belief that it is the first pulse that makes the difference. In the case 
of citations, for example, he felt that soon after publication, in as long as 
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it takes for a paper to reach the members of the targeted visible and invis-
ible colleges, its destiny is marked: “The paper is weighed by peer and in 
its incunable period produces a first pulse of citations which in most cases 
probably determines all future citation history.”73

Since the late 1970s, the prevalent trust in the long-term stability of 
informetric distributions has met with the growing awareness that time 
conditions the probability structure of information flows. This concern, 
already manifested in a 1976 paper on Lotka’s Law by Jan Vlachý 
and in a 1978 report by Gilda Braga on the peculiar form assumed by 
Bradford’s bibliogaph on nearly seventy years of Brazilian literature on 
schistosomiasis, came to the fore in connection with at least two develop-
ments. One is the discovery that Bradford’s distribution takes different 
shapes when journal productivity rates are computed over extended or 
distinct time intervals.74 The other is the quite similar fate that befell the 
success-breeds-success principle when put through the sieve of individual 
scientists’ age-related patterns of productivity: evidence exists that if pro-
ductivity data are collected for cohorts of authors with the same duration 
of scientific activity in a given discipline and not, as in many best-fitting 
exercises relative to Lotka’s Law, for cross-sectional groups of scientists 
with careers lasting different lengths of time, then the skewness of the 
resulting distributions decreases as the duration of participation increases. 
In other terms, the longer the career of the sampled authors in a scientific 
area, the smaller the differences between their productivity (and the less 
the probability that a cumulative advantage process leading to a Lotka-
type inequality will occur).75

In response to the challenges issued by the intrusion of temporal instabil-
ity into the structure of information processes, in some authors bibliometric 
distributions took the shape of dynamic objects, their description being 
complemented by a formal representation of the possible changes occur-
ring in sources’ productivity rates at different time periods. The stochastic 
birth processes and the mixtures of counting processes advocated in many 
modeling exercises were naturally predisposed to perform such a repre-
sentation in either parametric or empirical Bayes models, but in no case 
do they permit exact predictions, because their featured time dimension is 
nowhere near as “objective” as that encountered in the mathematical de-
scription of physical and natural systems. So, for instance, one of the most 
sophisticated informetric models ever conceived, Sichel’s GIGPD, explic-
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itly incorporates time as a parameter even if, in the last resort, its concrete 
exemplifications lack any predictive capacity. All the same, the trend is 
noticeable, for it testifies to the desire of leading bibliometric theoreticians 
to render theory more adherent to the actual dynamics of complex systems. 
In this connection, at least three contributions are worth mentioning.

In a 1984 paper, Schubert and Glänzel extended Simon’s stochastic 
birth process to predict the correlation between the frequency distribution 
of sources’ productivity, modeled by means of the Waring distribution, 
and population growth. They applied the model to a sample of scientific 
authors’ productivity data and derived a coefficient supposedly measuring 
the cumulative advantage effect.76 Likewise, building on the premise that 
individual sources’ productivity rates (e.g., the rate at which individual 
authors produce scientific papers) change over time according to a nega-
tive-binomial function, Burrell employed a form of the generalized War-
ing distribution to predict the resulting production process for the overall 
population under study.77 In the same vein, he has recently argued that, 
because of the dynamic changes occurring in the concentration of sources’ 
productivity over time, the traditional measures of inequality within a 
single dataset, the Gini Index above all, need to be complemented by 
comparative measures capable of expressing the similarity of concentra-
tion between two datasets obeying different bibliometric distributions.78 
In a parallel stream of research, among the many results of the long-term 
collaboration between Egghe and Rousseau is the proposal of a “general-
ized success-breeds-success model,” which allows for a description of 
the parameters determining the evolution of an information production 
process more flexible than in Simon/Price’s original scheme. Here the 
probability of a new item being produced by a new source is not assumed 
to be constant (a truly reasonable extension if one thinks of journals that 
slow down publishing new articles on a given subject as it becomes less 
fashionable), nor is it necessary to hypothesize that, in the case of a new 
item being produced by an already active source, the probability of this 
item originating from a source having already n items be proportional 
to the total number of sources with n items. The admissibility of differ-
ent values for the latter probability enables the authors to explain a wide 
variety of frequency distributions, including a time-dependent version 
of Lotka’s Law, and also “situations where success does not necessarily 
breed success, or where failures produces new failures.”79
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In Egghe’s Power Laws in the Information Production Process (2005), 
the generalized success-breeds-success principle is packed in the theoreti-
cal framework of Lotkaian informetrics.80 Here Lotka’s Law is the point 
of departure for a thoroughly developed mathematical theory of informa-
tion production processes (IPPs), wherein an attempt is made to prove that 
even apparently well-established principles, such as the success-breeds-
success idea incorporated in early stochastic models by Simon and Price, 
can be reduced to more elementary statements. In the late 1980s, having 
written his Ph.D. thesis under Brookes’ supervision, Egghe found a way 
out of his mentor’s difficulties with the weaknesses of Gaussian statistics 
in social studies through a completely new approach of a deterministic 
(instead of probabilistic) nature. Its rationale is not to accept or take for 
granted a probabilistic interpretation of classic laws functional to the 
derivation of a model equation fitting as many datasets as possible, but to 
show that the existing regularities in informetrics can be formally derived 
from as few and simple assumptions as possible. To obtain such a general-
ity, one needs a toolset of well-established mathematical functions and a 
small set of axioms, that is, propositions taken as true starting points of the 
deductive apparatus, though not necessarily “true” in the absolute sense. 
Axioms are the building blocks of mathematical models, whose chief 
task is to make sense of a complex, otherwise elusive reality, and whose 
value is determined as much by the ability to predict empirical patterns 
as by the internal consistency and the number and quality of applications 
to similar patterns of events emerging in cognate areas of inquiry. The 
most fundamental step toward the axiomatization of bibliometric theory 
consists, according to Egghe, in assuming the validity of a duality prin-
ciple similar to the duality existing in geometry between straight lines 
and points. Sources and items, in other words, have to be thought of as 
interchangeable; that is, every function applicable to sources producing 
items in this order becomes also automatically extendible to the reverse 
order of items “producing” the sources from which they actually spring. 
In the case of authors (sources) producing papers (items), for example, it 
is assumed that articles can be formally treated as sources of the authors 
(items) that produced them. Similarly, papers can be considered sources 
of the citations they receive (items), but also items derived from the citing 
sources’ references.81 Once the dual perspective is implemented, the scaf-
fold of Lotkaian informetrics requires two further axioms:
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1.  All information production processes can be reduced to a size-fre-
quency function f that gives, for every n = 1, 2, . . . , the number f(n) 
of sources with n items; so, if sources are journals and items are the 
articles they publish, then f(n) is the number of journals publishing n 
articles.

2.  The size-frequency function f is a (decreasing) power function, a gen-
eralization of Lotka’s Law:

f(n) � 
C

 na

A power law function has many advantages over competing models. 
First of all, assuming that one is not working with discrete quantities, such 
as a set of countable articles, but with continuous variables, for example 
a hypothetical continuous density of journals producing articles, it can 
be demonstrated that a power type size-frequency function comprises 
all other informetric functions, including Zipf-type rank-frequency rela-
tions and exponential functions. Second, the form of a power law doesn’t 
change with different values of n, thus allowing the comparison of results 
at different scales (self-similarity or scale-free property). Such a scale-
free property is especially important in connecting informetric laws to the 
mainstream of contemporary mathematical research on fractal objects and 
dynamic complex systems. In a fractal object, echoes of larger shapes ap-
pear within smaller parts of the shape so that, zooming in on any part of 
a fractal, one finds the same amount of detail as before, as in snowflakes 
or coastlines inspected at different heights, even though the self-similarity 
can be approximate and, in many instances, only statistically defined. A 
power law curve also produces similar shapes at whatever magnitude in 
such a way that, given an IPP governed by a power law, the same size-
frequency distribution is found at low- or high-productivity values. Thus, 
if the emergence of order in a complex system depends on the correlations 
existing between different levels of scale, the complexity of an IPP can be 
properly expressed by means of fractal geometry, and it can be shown that, 
if a is Lotka’s exponent, a = 1 is the fractal dimension, that is, the degree of 
complexity, of the self-similar fractal associated with the Lotkaian IPP.

Stochastic as well as deterministic mathematical models exhibit one 
obvious limitation in the eyes of laypeople: they don’t tell anything about 
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possible physical or social causes behind the observed inequalities in 
informetric distributions. Descriptive, predictive, and explicative power, 
after all, are not complementary nor necessarily coextensive: for centu-
ries astronomers have described and predicted the apparent positions and 
paths of heavenly bodies by means of geometric combinations of uniform 
circular motions, without ever worrying about the physical structure of the 
universe or even maintaining a false belief in geocentricism, but limiting 
themselves to “save phenomena.” Some authors, however, have tried to 
graft the formal treatment of bibliometric laws onto a more general theory 
of information structures and dynamics rooted in physical analogies or 
philosophical premises. These attempts include the following:

1.  Zipf’s already recalled “principle of the least effort,” and its adaptation 
to Shannon’s information theory in Mandelbrot’s early writings.

2.  The model set forth in the late 1970s by the Rumanian engineer Au-
rel Avramescu, who pursued a foundation of bibliometric laws by an 
information diffusion theory modeled on Fourier’s treatment of heat 
conduction, with information transfer processes assimilated to the 
transfer of thermal energy through matter; the transfer is driven by a 
“potential gradient” assimilated to the interest for published papers 
measured by citation rates, and the time dimension plays a pivotal role 
in the mathematical description of its effects.82

3.  The rather speculative approach of the Bulgarian information scientist 
Ludmila Ivancheva, who revives Brookes’s and Haitun’s obsession 
with the non-Gaussian nature of information processes in trying to 
infer the mathematical structure of bibliometric distributions from the 
axioms of the “General Theory of Sciences” proposed in the 1990s by 
Georgi Stankov.83

4.  The unified scientometric model recently developed, on the philo-
sophical groundwork of Michel Callon and Bruno Latour’s Actor-
Network Theory, by Rafael Bailón-Moreno, whose goal to achieve a 
better fit to empirical data and a stronger deductive power in the deri-
vation of previous formulations of Lotka-type functions is pursued 
by the adoption of a “fundamental equation” capable of generating, 
from time to time, power, exponential, or hybrid power-exponential 
expressions.84
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On the whole, it can’t be denied that the foregoing authors managed 
to translate the success-breeds-success principle into a class of functions 
capable of explaining the mechanism underpinning data production across 
a wide range of bibliographic and extra-bibliographic contexts. But, in 
a sense, it has been a Cadmean victory for the simple reason that, just 
as the same empirical dataset can always be approximated by different 
theoretical distributions, the same formulas can likewise be derived from 
quite distinct mathematical hypotheses. So there are clearly different and 
“non-unifiable” ways to pursue the unification. And if, on the one hand, 
the ubiquity and propensity of bibliometric laws to follow from different 
sets of assumptions testifies to their robustness or, as Bookstein puts it, 
“resilience to ambiguity,” on the other hand, it is forbidden to infer the 
validity of a given set of assumptions by its sheer ability to describe the 
empirical manifestation of one of those formulations.
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It is perhaps because scientists behave as if they are discovering some-
thing independent of their mental and physical constructs, something 
already out there, that a common way to portray science makes use of 
metaphors inspired by modular objects and surfaces with clear-cut bound-
aries. So, for instance, science is often depicted geographically as an ag-
gregation of research areas or fields, or, to stress the artificial character of 
any classification, as a mosaic, or a jigsaw puzzle,1 comprising a certain 
number of individual units (documents) growing together into subject-
related repositories (journals) that, in turn, evolve into the documentary 
source of well-established, eventually institutionalized specialties and 
disciplines. From the perspective of science studies, it’s quite reasonable 
to assume that the jigsaw puzzle’s big picture is unknown to scientists, 
who are used to seeing and handling only a few pieces at a time, and that 
a suitable method of analysis can help to carry the game through. What 
makes the task challenging, if not unfeasible, is that it is a moving, shift-
ing jigsaw puzzle in which the picture outline, as well as the form of the 
individual pieces, are not fixed, but in a constant flux. The overall struc-
ture changes, accordingly, on the side of both the subject and the object. 
It changes because of the internal transformations of the communication 
patterns under investigation, and it inevitably varies in response to the 
theoretical perspectives and specific methods applied to the study of those 
communication patterns.

To make the jigsaw puzzle fall into place, that is, to build a reliable 
model of knowledge domains, is an old dream of scientometricians, so-
ciologists, and science policymakers. Appealing to the aforementioned 
geographic analogy, they usually qualify this task as the mapping of an 
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intellectual landscape. A map of science is a spatial representation of the 
relationships among disciplines, fields, specialties, and individual papers 
(or authors) as reflected in some formal, strictly quantifiable properties of 
scientific literature at a given time. A map is a desirable object for vari-
ous reasons. First, it supplies a description of the intellectual structure of a 
research area independent of subjective judgments and relevance criteria, 
so that managers and science administrators can rely on it for tracing and 
evaluating the relative position and strength of the actors on the stage (re-
search groups and individual scientists, universities, nations). Second, it’s 
a potential aid in searching for and retrieving relevant information out of 
large data collections through user-friendly interfaces that take advantage 
of the human mind’s familiarity with the spatial organization of objects 
and concepts. Finally, it provides an empirical basis for testing the signifi-
cance of such abstract constructs as “discipline,” “specialty,” “paradigm,” 
and “scientific community.”

It’s quite a commonplace, in light of current historiography, to contend 
that maps do not faithfully reproduce a landscape, nor can they be trusted 
as truly objective representations of an outer reality. Indeed, even the most 
apparently unobtrusive kind of cartography, the design and production of 
geographical maps, has been deconstructed by historians, who have man-
aged to show that a map is a model, a strategic simplification of reality 
that, by choosing what to represent, what to discard, and how to portray 
a segment of the physical territory, betrays its social context of produc-
tion and its latent identity of technology of power.2 Bibliometric maps 
are no exception insofar as the very possibility to construct them and the 
value attached to their use are strictly dependent on a series of nontrivial 
theoretical premises concerning the type and quality of the information 
conveyed by the cartographic units.

To build a two- or three-dimensional map of a research field, biblio-
metricians generally exploit the co-occurrence of textual or bibliographic 
data: the more two documents are cited together (co-cited) or, alternatively, 
the more two elements, such as bibliographic references, title words, key-
words, and author names, appear together in a given set of documents, the 
more likely it is that their repeated co-link has something to say about the 
sociocognitive structure of the subject area to which the papers belong. 
Consequently, their position is represented by nearby points on the sur-
face of the map. If, for instance, the cartographic units are bibliographic 
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citations and one accepts Garfield and Small’s postulate that citations are 
words of a highly specialized symbolic language governed by Mertonian 
rules, then the reconstruction of the citation and co-citation network among 
scientific documents in a specialized area over a given period of time may 
be thought to reflect its sociocognitive structure and evolution. Similarly, if 
the cartographic units are text words and one assumes that the way authors 
combine words in their articles reflects their world-building strategies in-
stead of an abstract set of methodological rules, then word co-occurrences 
become an indicator of the different poles of interests that concur to shape 
the structure and the dynamics of a research field.

5.1. POWER OF TEXTS, POWER OF AUTHORS: 
CO-WORD ANALYSIS FOR MAPPING THE 

DYNAMICS OF SCIENCE AND TECHNOLOGY

Scientometrics is not completely citation-addicted, nor is it necessarily the 
by-product of a normative theory of science. Scientists produce textual stuff 
to outlive the struggle for life on the research front. Text itself or its surro-
gates (titles, abstract, keywords), therefore, can be analyzed and measured, 
instead of citations, to detect constant associations of scientific concepts for 
delineating subject areas, growing subfields, or disciplinary patterns. In its 
most codified expression, moreover, text is packaged into journal papers, 
which, in addition to knowledge claims, also contain relevant information 
on various aspects of the organization of research, such as authors, institu-
tions, and journals, thereby supplying science studies with a promising 
tool of investigation at the crossroads of different analytic dimensions. The 
best-known technique for scientometric text mining is co-word analysis, 
developed during the 1980s within the orbit of the Centre de Sociologie de 
l’Innovation of the École Nationale Supérieure des Mines of Paris.3

In simplest terms, a co-word analysis involves three steps, discussed 
below.

Co-word Extraction

Given a text corpus, typically a set of scientific documents, the frequency 
of co-occurrence of all the meaningful pairs of words (or noun phrases) 



144 Chapter Five

is calculated. Two words, W
i
 and W

j 
are said to co-occur in the corpus if 

there is at least one document containing both W
i
 and W

j
. The strength 

of the link between W
i
 and W

j 
is given by the number C

ij
 of documents 

in which the couple (W
i
, W

j
) appears. Often keywords assigned manually 

by professional indexers are analyzed instead of title, abstract or full-text 
words. This solution, however, typical of early co-word experiments, has 
been criticized on the score of the “indexer effect” caused by the artificial-
ity of the indexing lexicon, its delay with respect to the concrete dynamics 
of scientific language, and the subjectivity of the indexer’s own preclas-
sification of the document content. Similar shortcomings also hamper 
the effectiveness of many information retrieval systems, but it is worth 
remembering that the co-word perspective is not comparable to that of 
information retrieval. Here words are not meant to sum up ideas or infor-
mation; they are not taken for their meaning, nor are the syntax and logi-
cal connections between them a matter of some concern. Rather, words 
count as indicators of links between documents, they are “macro-terms” 
defining and imposing, through the alchemy of their combinations, par-
ticular sets of problems (and solutions). Co-word analysis, then, rests on 
the assumption that scientific authors pick their terms out of a somewhat 
finite and codified repertoire, that they use different terms whenever they 
postulate nontrivial relationships between concepts, and that the recogni-
tion of the same relationships by different authors tells something about 
the cognitive structure of a research area.4

Co-word Classification

Once all the pairs of words have been counted, the C
ij
 values are arranged 

in a co-occurrence symmetrical matrix, which undergoes a wide variety 
of algebraic manipulations for the extraction of quantitative information 
on the patterns of word pair frequencies. In the most general case, one 
seeks to determine both the hierarchy of research problems and the minor 
but potentially growing areas of the scientific domain represented in the 
document collection; hence, it is necessary to define classification criteria 
of inclusion, proximity, and equivalence of words based on the relative 
strength of the co-occurrence links. This is done by calculating the inclu-
sion index and the proximity index. The inclusion index is defined as
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 measures the probability of finding W
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 in an article, given that W

j
 is al-

ready present. In the extreme case of I
ij
 = 1, the occurrence of W

j
 implies 

that W
i
 is also present in each article. In terms of co-word analysis, this 

perfect correspondence is interpreted as a full inclusion of the first word 
in the second. Of course, this is not a typical case; different levels of in-
clusion usually exist between the word pairs, and the core of the mapping 
procedure consists of calculating and classifying them. At the peripheral 
level, the situation in which some words, though having a relatively low 
occurrence frequency, preserve significant relationships with other words 
is captured by the proximity index, defined as
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where C
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,
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ij
, have the same meaning as above, while N is the number 

of documents in the set. This index allows one to classify word pair fre-
quencies that point to the emergence of minor but potentially expanding 
topics.

Clustering and Visual Displaying

The word pairs are clustered into groups (or clusters) according to the value 
of the above indexes. Provided a conventional threshold value limiting the 
number of words in each cluster is set in advance, the resulting clusters can 
be arranged in network maps displaying the core topics (inclusion maps) 
and the links between secondary topics (proximity maps). The words lo-
cated at the top level of inclusion maps are the “central poles” of interest 
in the mapped region, while the words clustered under the central poles, 
including other words at lower levels, are “mediator words.” Proximity 
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maps are built in a similar way, using proximity indexes instead of inclusion 
indexes. The comparison of network maps for different time periods is sup-
posed to highlight the dynamic aspect of scientific development within the 
subject field. In the second generation co-word analysis, the strategic posi-
tion of research topics with respect to local and global contexts is defined 
and mapped in strategic diagrams with the help of two additional indexes 
of density (strength of the internal links of a cluster) and centrality (strength 
of the links between clusters belonging to different subject areas within a 
global research network). A map with central poles, mediator, and periph-
eral words is quite similar to a Russian nesting doll; it displays networks 
of themes of various sizes and degrees of connectedness at different levels. 
In some fields, a clear hierarchy of core themes can emerge, probably hint-
ing at the supremacy of a Kuhnian paradigm, but it might also be the case 
that no consolidated hierarchy succeeds in providing a clear structure to the 
observed frequencies.

Co-word analysis supporters claim that co-words are more comprehen-
sive and call for fewer theoretical assumptions than do citations and co-
citations. Unlike citations, whose patterns of use are often ambiguous and 
whose availability depends on the source selection criteria of a proprietary 
database revolving around journal papers, text is ubiquitous and conceptu-
ally richer than the bibliographic section of journal papers, thus providing 
a clue to the live formulation and negotiation of research problems. The 
co-word processing machine, however, is no less driven by theoretical 
premises than citation analysis. In a sense, it can be construed as the tech-
nical implementation of a sociological theory, the actor-network theory 
(also known as sociology of translation), elaborated by a team including 
Bruno Latour, Michel Callon, and John Law.5

In the actor-network theory, as in much sociological research, the 
focus is on the mechanics of power and organization regulating social 
interactions. But unlike conventional schematizations of power relation-
ships, interaction is here at the very beginning of the story. Nothing lies 
outside the network of relations; the actors, conversely, take their shape 
and strengthen their position in the network by virtue of the relationships 
they maintain with other actors and the ability to occupy strategic posi-
tions. Prior assumptions about the role of the actors are not needed, save 
that some kinds of interactions are more successful than others in stabiliz-
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ing and reproducing themselves: the tycoons as well as the wretched, the 
rich as well as the poor (in a scientific arena: the eminent as well as the 
mediocre scientist; the revolutionary as well as the ordinary text) are con-
sequently analyzed in exactly the same terms. Not only human actors are 
put on the same level, but nonhuman entities, such as machines, animals, 
and matter in general, also receive a similar treatment. Both are “actants” 
and cooperate actively in shaping relations that are simultaneously mate-
rial (involving people and objects) and semiotic (involving signs that refer 
to concepts). Almost all our interactions with other people, indeed, are 
mediated by several kinds of nonhuman entities, which play an important 
role in the sociocognitive game. Let’s take an extreme example.

This book I’m writing addresses a potential reader through a text. The 
text is written by means of a computer and, before undergoing the printing, 
publishing, and distribution processes—all involving different objects and 
people embedded in their own peculiar networks of relationships—will 
be revised and validated by an editorial staff relying on the judgment of 
experts. Many of the experts are probably the same people cited in the 
reference section of the book, and this entails a potential conflict of inter-
ests: Am I softening the criticisms to capture their benevolence? All these 
networks of people, objects, and interests cooperate to model the social life 
of the book and, to a certain extent, the destiny of its author, whose hope 
is that they will eventually contribute to overcome the readers’ reluctance 
to read the text.

In this framework, knowledge is no more than a particular (and provi-
sional) kind of order resulting from the interactions of a large number of 
different strategies followed by individual actors, each being the carrier 
of a particular mixture of personal interests and points of view. Power, 
accordingly, emerges when the ability of an actor to form strategic alli-
ances with other actants aligns them to his or her interests. The complex 
of methods by which an actor identifies other actors or elements, places 
them in relation to one another, and recruits them is called “translation.” 
Each actor builds a “translated” world comprising actants that are linked 
together and made dependent on him or her. Other actors, of course, 
behave the same way and build parallel networks comprising their own. 
The tensions and conflicts generated by this permanent process of trans-
lation/counter-translation shape the identity and strategic position of the 
actors, define the problems that are worthwhile addressing, and establish 
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hierarchies between collective and individual entities. An actor-network, 
then, is an interrelated set of entities, both human and material, that have 
been successfully “translated” by an actor who borrows their force and 
acts on their behalf (or with their support) while being itself part of the 
same network.

The apparently abstract definitions conveyed by the sociology of trans-
lation are perfectly exemplified by the way scientific communication 
works in practice. Science has nothing special in comparison with other 
social activities and institutions. A scientific author writing an article 
on a specialized topic, for example, enrolls various actants to make the 
arguments set forth in the article unassailable, thereby strengthening the 
fortress of personal interests. The careful choice of a particular set of 
words defining the main problems at stake and the proposed solutions, the 
empirical dataset produced at the laboratory bench, and the bibliographic 
references appealing to the authority of colleagues and predecessors are 
just a few, perhaps the most powerful, of the recruited allies. It follows 
that one cannot distinguish on a priori grounds between science (search-
ing for timeless truth) and politics (the reign of history and power) or, 
in equivalent terms, between internal and external factors of scientific 
change. Science is by no means a pure intellectual activity carried out by 
a disinterested group of norms-driven individuals, set aside from daily and 
profane activities; rather, it is a locus of strategic action where, inextrica-
bly, new knowledge claims and new social relations are constantly under 
production and modification. The best thing to do, then, would be to dog 
scientists’ footsteps in the laboratory and trace the complex of strategies 
by which scientific and technological facts are constructed and made part 
of a successful toolkit in the actor-network dynamics.

A basic complement to the ethnological study of the laboratory site 
is the analysis of scientific texts. “Literary inscriptions”—as Latour and 
Woolgar prefer to call them—indeed play a crucial role in scientific 
communication.6 They come to laboratory life from the outset, at first in 
the form of rough drafts, working notes, computer printouts, and simi-
lar items; then, at a later stage, with the polite dress of journal articles, 
conference papers, and books. Acting at a distance, literary inscriptions 
set in motion the actor-scientist’s world-building strategies, whereby so-
ciocognitive linkages going far beyond the laboratory space are created 
and propagated. Scientific texts establish equivalences among concepts, 
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thematic areas, and problems, but this operation is not neutral, nor is it 
confined solely to the cognitive space of ideas. In fact, along with other 
rhetorical devices, such as personal acknowledgments and bibliographic 
references, problem defining is by itself a strategy to enroll an army of po-
tential allies as long as it entails the creation of obligatory passage points. 
The equivalence between two problems, for example, forces those who 
wish to solve one of them to accept a proposed solution for the other. This 
peculiar form of translation is dubbed “problematisation”; the definition 
of problems and their relationships, consequently, entails the creation of 
a “problematic network.”

In scientific communication, problematic networks are constantly being 
constructed, deconstructed, and rebuilt in the never-ending effort of the 
actors to shape literary texts according to their interests. Yet scientists are 
too committed to their private concerns and particular points of view to 
reach a global perspective on the knowledge structure of their field. The 
structure, after all, is a global effect of local network interactions, but the 
scientists’ view and that of sociologists examining their behavior alike is 
necessarily biased by the limits of their local horizon. “Objective” proce-
dures, consequently, are needed to mine the problematic networks out of 
the surface of textual rhetoric. Co-word analysis is the method designated 
by the supporters of actor-network theory to perform such a difficult task. 
The rationale behind the choice is that, when considered from the point 
of view of problematic network construction, literary texts can ultimately 
be reduced to strategic combinations of words that act as “translation 
operators,” obliging the reader to take part in the author’s game of world-
building. Given that, at the level of a subject area, knowledge production 
is the combined effect of a large number of individual actors’ strategies, 
each assembling words from a distinct perspective, co-word analysis is 
a convenient method to reconcile the heterogeneity of scientific world-
building procedures with the task of identifying common patterns of word 
associations among the actors, of characterizing their strategies, and of 
tracking the convergence or intersection of their interests.

The validity of co-word analysis has been questioned from different 
perspectives, the most intriguing being that of Loet Leydesdorff. Sci-
ence is a complex, multidimensional, and multilayered activity in which 
communication processes are in a state of constant transformation. Fur-
thermore, it is reflexive: observations, actions, and theoretical concerns 
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of the observers affect and partially shape the very situation they are 
observing and conceptualizing. The sociology of translation, according 
to Leydesdorff, correctly emphasizes this aspect of scientific complexity, 
but it fails in that it doesn’t distinguish, on the analytical level, between 
the underlying dimensions of the knowledge production process, thus fail-
ing to address on an empirical basis “the question of how the social and 
cognitive dimensions co-vary in ‘socio-cognitive’ (inter-)action at any 
given moment in time, and the dynamic question of how action shapes 
and reproduces structure at a next moment.”7

In Leydesdorff’s scheme, the three fundamental dimensions are sci-
entists, cognition, and texts, each with its own peculiar units of analysis 
at various levels of aggregation. Texts, for instance, are made of words, 
which belong to sentences organized in paragraphs and sections; scien-
tific articles are packed in journals, which grow into literature archives; 
scientists aggregate into research groups, which belong to scientific com-
munities; cognitive claims are grounded in scientific theories, which are 
the building blocks of disciplines. The relationships among the various 
levels of aggregation, however, are not mechanical, nor do they seem 
amenable to simple recombinations of elements from bottom up because 
new, unexpected properties emerge at each level. Word occurrences and 
co-occurrences, specifically, do not account for the higher levels of text 
organization, as clearly emerges when statistical analyses of text words in 
subject-delimited document collections are carried out. In such a case, it 
turns out that, although the distribution of words over the sections of each 
individual article seems quite regular, pointing to a predictable pattern 
of theoretical, methodological, and observational factors, things change 
dramatically at the level of the document set, where the position as well as 
the meaning of words over the different sections vary without any clearly 
identifiable pattern. What counts as a theoretical term in one article, for 
example, may well be used as an observational or methodological term in 
another article. It follows that, even within the boundaries of a highly se-
lective corpus, different articles seem incommensurable in terms of word 
and co-word patterns: co-words are inextricably embedded in changing 
contexts.8 The same is true on the part of the observer because analysts 
using different theoretical frameworks might be expected to generate dif-
ferent relative frequency distributions and co-word clustering algorithms 
from the same dataset.



 Maps and Paradigms 151

Incommensurability at the theoretical level, however, doesn’t imply that 
the results of the measurements are also incomparable, as long as they can 
be expressed in terms of probability distributions. On the contrary, relying 
on Shannon’s classic information theory and appealing to Bar-Hillel’s and 
Brookes’s call for an information calculus, Leydesdorff claims that the 
expected information content of empirical distributions can be calculated 
without resorting to the meaning of individual words or to co-occurrences 
of words. That’s why he criticized the clustering algorithm implemented in 
the software used by co-word analysis pioneers, LEXIMAPPE, whose out-
put didn’t seem consistent with the statistical analysis of word distributions 
over the documents of a given set. Co-word supporters, on the other hand, 
maintain that the context dependency of word meanings doesn’t prevent 
anyone from using them as mathematical variables or indexes. This oppor-
tunity is all the more valuable because changing meanings are exactly what 
is needed for scientific communication to work properly, at least if science 
is not regarded as the discovery of an external independent reality but as a 
complex chain of translations in the spirit of actor-network theory.9

5.2. CAN A COMPUTER WRITE HISTORY? 
ALGORITHMIC HISTORIOGRAPHY AND 

THE MAP OF INFLUENCES

In the early 1960s, after an unintended suggestion by the geneticist Gor-
don Allen, Garfield developed the following method for testing the utility 
of citation indexes in historical research:

1.  Take an essay supplying an authoritative and thorough historiographic 
reconstruction of a significant episode in the history of science, prefer-
ably a discovery resulting from the cumulation of many previous small 
achievements, and draw a map on a sheet of paper with nodes and lines 
(a graph) standing for the key events and relationships identified by 
the historian.

2.  Perform a literature search to trace the nodal papers and investigators 
that first reported those key events and relationships.

3.  Examine the bibliography of each nodal paper to determine its connec-
tions with other nodal papers and draw a second map or, as Garfield 
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named it, a “historiograph” displaying the network of bibliographic 
links between the nodal papers.

4.  Superimpose the two maps and analyze the extent of their overlap-
ping.

5.  Starting from the nodal papers’ cited references, perform a thorough 
citation analysis of each item to evaluate its citation impact and to 
check whether some new connections overlooked by the historian do 
eventually emerge.

The matching points in the two maps would uncover the degree of reli-
ability of a history of science written following the thread of citations, a 
kind of history that computers could substantively help write, and that 
Garfield’s mentors in historiographic matters—John D. Bernal, Derek 
Price, Chauncey D. Leake, Richard H. Shryock, Robert Merton—encour-
aged in private communications.

The final report of an experiment following the above blueprint was 
published in 1964.10 It focused on the discovery of the DNA code. Isaac 
Asimov’s book, The Genetic Code (1963), supplied the official narrative 
version of the story, while the Genetics Citation Index and the first edi-
tion of the SCI provided citation data for the pool of nodal documents 
covering the period from Mendel to Nirenberg (1962). The comparative 
analysis revealed that the two historiographs overlapped for 65 percent of 
the relationships and that the nodal papers with the highest citation scores 
were related to the same events counted by Asimov as among the most im-
portant contributions to the field. Furthermore, the citation links suggested 
new relationships between nodes that failed to emerge from the narrative 
version and whose significance was certified by the historian himself. This 
confirmed the utility of the historiographs in identifying the most influen-
tial documents, along with fresh genealogical relationships among them.

The HistCite software, developed by Garfield in collaboration with 
Alexander Pudovkin and Vladimir Istomin, is the computerized version of 
the above mapping algorithm.11 Its purpose is the automatic and interactive 
construction of historiographs displaying the chronological development 
of a topic through a quantitative analysis of the bibliographic connections 
between its core documents. Starting with a bibliography or a collection 
of papers, each represented by its source record in the Web of Science, 
the software exploits the lists of their cited references to reconstruct and 
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analyze the underlying citation network. A virtual mini-citation index is 
thus generated out of the initial set. Each record therein is associated with 
two basic numbers intended to automate the identification of core papers: 
a “Global Citation Score” (the number of times an item is cited in the ISI 
Web of Science) and a “Local Citation Score” (the number of times an item 
is cited in the initial bibliography). It takes just a few clicks to activate a va-
riety of analytical tools and sort keys for visualizing directories of entities 
ranked by total and local citation scores: authors, journals, (title) words, 
tags attached to individual records by the user, yearly output, document 
types, languages, institutions, and countries. A “Cited Reference” list, in 
addition, shows all the references cited in the collection, thereby simpli-
fying the identification of potentially relevant documents missed by the 
initial bibliography or not covered by the ISI. Once added to the starting 
bibliography manually or by a Web of Science lookup, these “outer” refer-
ences enrich the analysis by enhancing the complexity and completeness 
of the network diagram. Eventually, a browseable map, or historiograph, 
of the chronological citation network hidden in the document collection 
is generated that highlights, according to a variable citation threshold, the 
few nodes corresponding to the most cited “core” papers.

Some nontrivial assumptions lie behind the graph-network model of 
science historiography. The chief one is that the history of science can be 
read as a chronological sequence of events, or scientific discoveries, each 
unambiguously referable to a specific publication, and each occupying an 
almost visualizable point in the Euclidean timeline of scientific evolution. 
Citations are assumed here to reflect direct genealogical relationships 
between authors’ ideas. They are markers of intellectual influence, and 
the marking perimeter they let surface is so distinct that, in Garfield’s 
own words, “the bibliographic information contained in a collection of 
published scientific articles is sufficient for the purpose of recapturing the 
historiographic structure of the field.”12

Objections might be raised at various levels. It might be argued that 
chronology is actually a poor representation of the dynamics of scientific 
communication as far as it supplies materials for a pure histoire évé-
nementielle of finite products—the formal representations of scientific 
concepts and theories in journal papers—as opposed to a deeper investiga-
tion of structural connections rooted in social, philosophical, and broadly 
speaking, cultural grounds. The choice of Asimov’s account seems to 
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ratify this argument: the book is a popularization of the subject, based 
primarily on the author’s personal memory, and lacks any form of schol-
arly apparatus, including the chief actors on the stage (i.e., bibliographic 
references). More to the point, it might be claimed that the multipurpose 
concept of influence implicit in the algorithmic model of historiography is 
not as plainly translatable in bibliographic connections as the software op-
eration would seem to suggest. Professional historians constantly remind 
us, with good reason, that writing history requires hypotheses, intuition, 
interpretive skills, and the application of a sound methodological toolkit 
to a heterogeneous set of sources, both conventional (published docu-
ments) and unconventional (unpublished and archival material). In this 
regard, historians of science agree with historians of other scholarly areas 
in stressing the ambiguities inherent in the concept of influence.

A classic argument runs as follows. We cannot speak of, say, the influ-
ence of author B on author A without the intervention of a third pole, X, 
made up of the paradigmatic universe of theories, concepts, and meth-
odologies shared by a community of scholars at a certain time.13 One 
could directly ask A if B influenced his or her work. More ambitiously, 
one could administer a cleverly designed questionnaire to a sample A

1
, 

A
2
, . . . , A

n
 of renowned specialists in a research area, asking them to 

pinpoint and rate the main attributes of influential papers in that area. 
What would be the result either way? Unless independent evidence of 
the conjectured intellectual bonds is supplied, the first analyst would get 
nothing more than A’s personal opinion or conscious misrepresentation of 
B’s relevance, whereas the second would get A

1
’s, A

2
’s, . . . , A

n
’s mixed 

statements of what presumably makes a document influential across space 
and time. Given the respondents’ personal commitment to the ethos of 
science, their answer will most likely converge toward such idealized fac-
tors as theoretical or practical significance, methodological interest, and 
the like.14 Alternatively, one could ask the texts themselves, and specifi-
cally the cited references sections of scientific articles, to unravel what 
authors fail to recognize upon questioning, but the exploitation of formal 
bibliographic connections between A and B leaves the analyst in the mid-
dle of theoretical quicksand. A indeed may decide to cite B in a paper, and 
perhaps not C, who was the first to introduce the concept symbolized by 
the citation, simply because A is not informed of C’s existence or, if the 
additional confounding role of the rhetorical use of language is taken into 
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account, because A wishes to parade his own awareness of the existence 
and value of B for avoiding any possible future retaliation. It might be 
the case, therefore, that extant bibliographies are an imperfect mirror of 
the true genealogical relationships between ideas, and what is commonly 
referred to as influence escapes any sort of conceivable algorithm.

Chapter 7 delves at greater length into the manifold criminal charges 
pending on any bibliometric oversimplification of the dynamics of scien-
tific ideas. For the time being, however, a counter-objection is in order. 
Science differs from other scholarly activities in one basic aspect: for its 
practitioners to survive as a professional group, the paradigmatic string 
of constructs lurking behind individual operations has to be exposed to 
public criticism. Published scientific documents are not simply literary 
artifacts, but nodes of communicative networks where a conventional 
consensus among individual scientists about the linguistic (and biblio-
graphic) carving of the details in the common landscape they contemplate 
(or construct) has to be reached. Scientometricians get the point here in 
stressing that bibliographic citations are a tiny but not trivial cog in the 
machine that steadily reshapes the world picture while fostering the self-
construction of scientists’ professional identity through the adherence to 
a common set of theoretical and linguistic conventions.

Obviously, no scientometrician would deny the complexity of historical 
investigation or pretend that algorithmic historiography is in the position 
of writing the history by itself. What citation analysis can supply, instead, 
is an additional tool for marking out the perimeter of potentially relevant 
sources and interpreting the significance of their relationships. After all, 
before embarking on any complex interpretative job, a historian must per-
form the preliminary operation of collecting all the relevant literature and 
trying to figure out the genealogical connections among its units. Citation 
links are not the exclusive or necessarily the best possible indicators of 
such relationships but, to the degree that they reflect the self-perceived 
(or self-constructed) dependence of authors on previous work, they have 
to be taken into account, both for what they reveal and for what they (in-
tentionally or not) conceal. In addition, an algorithmic history of science 
redrawn through citation links can facilitate the spotting of the key papers 
and the identification of the points of bibliographic discontinuity within a 
stream of research. The next step, linking these modifications to structural 
changes in the basic units of science—be they disciplines, specialties, 
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research areas, or invisible colleges—became, starting in the mid-1970s, 
the main task of co-citation analysis.

5.3. THE SPECIALTY STRUCTURE OF SCIENCE: 
CO-CITATION ANALYSIS

In 1974, Henry Small and Belver Griffith launched the first systematic 
project of a bibliometric cartography of science based on the analysis of 
highly co-cited documents, or co-citation analysis. Some of the questions 
they hoped to answer are, in Henry Small’s own words:

1. What are the natural, structural units of science? Are they similar to the 
traditional disciplines such as physics or chemistry, or perhaps smaller 
units such as specialties or what Price called “invisible colleges”? 2. How 
do these structural units relate to one another? Are they loosely or tightly 
integrated, or completely isolated from one another? 3. What are the forces 
which determine these structural units and their interrelations? To what 
extent is the map of science also a map of scientific knowledge? What role 
do social factors play in determining structure? 4. How does the structure of 
science change over time, both on a macro- and a micro-level?”15

The next two sections show, respectively, how in practice a bibliometric 
map is drawn with citation data and what perspectives on the structure and 
dynamics of science it delivers.

5.3.1. Drawing the Map: Some Glimpses on the 
Technique and Products of Co-Citation Analysis

The belief that scientific literature can be classified through the analysis 
of bibliographic links, as opposite or complementary to content analysis, 
didn’t originate with the SCI. In the late 1950s, Kessler at Massachusetts 
Institute of Technology had improved upon a technique formerly envi-
sioned by Robert Fano: bibliographic coupling. Papers are bibliographi-
cally coupled when they share one or more references in their biblio-
graphic section. Since the bibliography is one tool authors use to disclose 
the intellectual background of their work, the number of references in 
common between two or more papers can be taken as an indicator of 
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their cognitive proximity. Actually, Kessler’s test on a corpus of articles 
issued in thirty-six volumes of the Physical Review resulted in a rather 
fuzzy classification of the coupled papers, which formed classes hardly 
comparable with any conceivable grouping based on conventional subject 
headings. In the author’s view, nonetheless, the utility of the technique 
had to be evaluated from the scientists’ standpoint insofar as scientific 
minds work differently from those of laypeople or librarians.16 Further 
tests in the context of the Cranfield experiments indicated that Kessler’s 
technique, in combination with other kinds of indexing, could improve 
the performance of an information retrieval system, so it is not surprising 
that later databases and digital libraries systematically incorporated some 
form of bibliographic coupling in the algorithms specifically designed to 
retrieve papers or web pages similar in content to a given paper or web 
page. After two decades of quasioblivion, the technique took on new life 
in the 1990s, when its potential in identifying clusters of subject-related 
documents or hot research topics on the research front was fully exploited 
by Wolfgang Glänzel and Hans-Jürgen Czerwon, whose method inspired 
the recent work of Bo Jarneving on bibliographic coupling.17

Relying on the newborn citation index, Garfield’s team at the ISI fo-
cused on a unit of analysis symmetrical to Kessler’s one: pairs of docu-
ments cited together (co-cited) by other papers, instead of pairs of papers 
citing the same documents. This idea was developed simultaneously, 
though independently, by Henry Small in Philadelphia and Irina Marsha-
kova in Moscow. Clearly, the choice to look forward (citations) instead 
of backward (references) brings to the foreground the dynamic aspect of 
the citation process and the evaluative potential of citations, requiring that 
the analysis be fed with highly or at least fairly cited documents. Biblio-
graphically coupled documents, on the contrary, do not incorporate any 
vocation for citation-based appraisals, and the only sense in which this 
represents an advantage over the competing method is that bibliographic 
coupling doesn’t need to wait for citations to accrue to the starting docu-
ments. What’s more, a common misstatement about co-citation analysis 
consists of entrusting it with a task that is more likely accomplished by 
bibliographic coupling, that is, putting together documents that share the 
same or similar subjects; co-cited documents don’t have to be similar in 
this restricted, library-oriented sense because they may involve entirely 
different topics or methodologies, and it’s exactly in this resilience that 
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citationists see the potential to produce a totally new categorization of sci-
entific literature that outperforms traditional classifications in portraying 
the actual dynamics of scientific research.

Co-citation analysis rests on the premise that if two documents are cited 
by a third document, it is likely that some kind of structural relationship 
between them does exist, the strength of the relationship depending on 
how many times they are co-cited in a given corpus of literature. Above 
a certain threshold, structural affinities between the co-cited documents 
are likely to emerge for the simple reason that, by agreeing on what 
constitutes the previous significant sources, scientists define, to a certain 
extent, the intellectual boundaries of their research field. So, if highly 
cited documents are thought to convey key concepts, methods, and experi-
ments, then the analysis and classification of heavily co-cited documents 
might well be expected to uncover the patterns of relationships between 
these key elements, thereby highlighting the sociocognitive structure of a 
research field, its articulation into subareas and emerging research fronts, 
and its connections with other specialties.18 Within certain limits, more-
over, the conclusions drawn from co-citation analysis at the document 
level have been extended to other levels of aggregation, notably authors, 
journals, and subject categories:

1.  Authors. In 1979, at Drexel University, Howard White and Belver 
Griffith started an entirely new strand of research, author co-citation 
analysis, which combined Small and Griffith’s co-citation mapping 
with a set of online retrieval techniques, formerly perfected by White 
himself, for extracting co-cited authors from ISI databases. Their pro-
posal centered on a new mapping unit: sets of documents associated 
with a given group of (first) authors instead of individual documents. 
That is to say, the more two authors’ oeuvres are co-cited, the nearer 
the authors’ position in the mapped region. Maps resulting from the 
first experiments seemed to convey useful information about the 
most influential authors, the classification of authors in subgroups or 
“schools,” their location with respect to each other, and their degree of 
intellectual proximity within a group and across group boundaries. A 
classic example of the technique’s potential is the extensive co-citation 
analysis of 120 top authors in information science, published in 1996 
by White and McCain.19
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2.  Journals. Just as authors’ oeuvres are, journals are said to be co-cited 
when at least one article from each journal is listed among the refer-
ences of a citing article. After McCain’s experiment in 1991 on a set of 
economic journals, this technique’s ability to mark out the intellectual 
structure and subject relatedness of scholarly literature’s subsets has 
been further explored in the fields of genetics, information retrieval, 
information systems research, urban studies, and semiconductor re-
search.20

3.  Subject categories. Recently, the SCImago group at the University 
of Granada has implemented a new mapping unit: class and category 
co-citation. Specifically, they assume the ISI JCR categories and the 
classes of Spain’s Agencia Nacional de Evaluacion y Prospective as 
the high-level recipients of papers being co-cited: the more papers 
issued by journals belonging to certain categories are cited together, 
the greater the degree of connectedness of those categories. On this 
premise, they apply multivariate methods and advanced social network 
techniques to build maps (or “scientograms”) that purport to represent 
the structure of science as a whole.21

The series of standard steps required for drawing a co-citation map has 
not changed so much since the 1970s. Following is a brief review:22

1.  Extraction of the dataset and selection of the appropriate unit of analy-
sis. The unit of analysis may be located, as we have seen, at the level 
of documents, journals, authors, and subject categories. The selected 
units are checked against the ISI databases, and their citation rates are 
determined. A lower citation threshold is usually fixed, at this stage, 
to prearrange the sample for the analysis of highly co-cited items. 
Obviously, the quality of any mapping project is strictly dependent 
on the accuracy and completeness of the initial dataset. One possible 
drawback of author co-citation analysis, in particular, is the limitation 
of ISI citation data to first authors for the greatest part of the indexed 
documents.

2.  Co-citation measures and normalization. Co-citation scores are com-
puted and a raw data-matrix is formed, each value in the matrix repre-
senting the number of co-citations for a particular pair. If, for instance, 
the units are authors, the output is a square symmetric matrix where 
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the cited authors’ names are placed in identical order on both rows 
and columns. The cell corresponding to the intersection of a given 
row (author X) with a given column (author Y) contains the co-citation 
counting for the pair of authors X-Y. At this stage, at least in the case 
of author oeuvres, raw co-citation data undergo systematically some 
form of normalization to prevent the first level analysis from being 
distorted by the irregularity of citation practices across different fields. 
One of the most popular normalization routines is the transformation 
of the data matrix into a correlation matrix, for instance by replacing 
the single values with the corresponding Pearson’s correlation coef-
ficients.23

3.  Data analysis and map generation (ordination). Since a multiple co-ci-
tation analysis involves relationships among multiple variables, whose 
representation wouldn’t fit the two- or three-dimensional surface of 
either paper or computer screen, it’s necessary to apply dimensionality 
reduction techniques to draw the map. In other words, the complex net-
work of co-citation links has to be replaced by a model that simplifies 
the reality while retaining its basic features. Well-established meth-
ods of multivariate statistics and data mining—such as eigenvalue/
eigenvector decomposition, factor analysis, cluster analysis, multidi-
mensional scaling, triangulation, pathfinder network scaling, and self-
organizing maps—allow to reduce the number of variables preserving 
the internal structure of the dataset. In their seminal experiments, for 
example, Small and Griffith used multidimensional scaling and cluster 
analysis to translate differences of co-citation strength between pairs of 
papers into spatial associations. Multidimensional scaling, originally 
developed in the context of psychophysics and psychometry, starts 
by calculating what in technical jargon are called the “distances” be-
tween each pair of n items. In the above example of author co-citation 
analysis, they are the distances between each pair of author rows in the 
correlation matrix. Then the analysis seeks to determine n points in a 
reduced number of dimensions, typically two for a bidimensional plot, 
so that the interpoint distances are as close as possible to the original 
distances between the rows. After being scaled, the points on the map 
can be further classified using cluster analysis, a complex set of mul-
tidimensional techniques that allow data to group into homogeneous 
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sets by searching for patterns of similarities between the numerical 
measures attached to them.

4.  Interpretation and validation of the results. Whereas the starting 
correlation matrix could be regarded as the surface of an unknown 
landscape, a map eventually exists that uncovers its plains, mountains 
(highly co-cited items), and borders (clusters of subject-related pairs). 
To make sense, the clusters, factors, or mapped dimensions need to be 
interpreted in terms of scholarly domains: research fields, specialties, 
disciplines, and intellectual or institutional ties. Finally, to be valid the 
proposed interpretation has to be checked against external evidence de-
rived from the qualitative assessment of scientists active in the mapped 
domain or from the paradigmatic expertise embedded in textbooks, 
reviews, and authoritative historical reconstructions.

So far, the interpretation of a bibliometric map has appeared not nearly 
as linear and straightforward as the above algorithm would lead one to 
expect. In this regard, Small and Griffith’s pioneering experiment on a 
cross-disciplinary sample of papers drawn from the first quarter of 1972 
SCI, although laying the foundation of much subsequent work in the 
field, had already raised some long-lasting conceptual and technical is-
sues. The project demonstrated that scientific literature can effectively be 
subdivided into clusters of highly co-cited documents corresponding, by 
and large, to subject matter specialties, but the picture was out of focus in 
many respects. For one thing, fields wherein a lot of papers are published 
(and cited), for example medicine and related areas, were overrepresented 
at the expense of research areas with low publication volumes and weaker 
reference patterns, including mathematics and engineering. In addition, 
although it seemed relatively easy to spot, within the three major group-
ings of physics, chemistry, and biomedicine, the specialty structure of 
areas connoted by a strong consensus on key documents and concepts, 
such as nuclear or particle physics, it turned out far more difficult to make 
sense of the fine structure of the biomedical domain. Here, in fact, some 
frequently cited and co-cited documents, usually papers reporting widely 
shared techniques and methods, cut across different areas in such a way as 
to blur the boundaries of virtually different regions, thereby violating the 
assumption that highly cited documents would be specific to a specialty.24 
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The coexistence of well-delineated local clusters with loosely knitted mac-
ro-groups roughly amenable to single specialties, as well as the marked 
heterogeneity in the size of clusters, degree of connectedness, and age, 
suggested, in certain cases, a sort of infinite interpoint distance that was 
inconsistent with Derek Price’s trust in the two-dimensionality of science: 
“It is as though,” admitted Small and Griffith, “we had drawn a map and 
discovered that everything is roughly in order, but that Albany is infinitely 
distant from Wilmington, even though each is accurately positioned with 
regard to both New York and Philadelphia.”25 The results also placed a 
new perspective on the use of citation counts for research performance 
evaluation: highly cited papers were not all equal, nor did they seem com-
parable across specialties. Price’s old dream of building war maps of im-
mediate use to science managers, therefore, was still far from realization. 
Maps were clearly a vague approximation of an extremely fluid reality, 
and just superimposing the annual SCI-based cartographies didn’t let a 
single logical thread emerge over time. Research fronts seemed to vary 
from year to year; new documents continually entered the clusters while 
others dropped out abruptly; and the partial solidity of some elements at 
a higher level, such as the comparatively stable boundaries between the 
disciplines, contrasted with a much greater fluidity at the lowest levels, 
where many clusters or documents remained isolated.26

Notwithstanding the lack of resolution and the fuzziness of early biblio-
metric maps, from the mid-1970s onward, co-citation analysis became the 
most popular and widely accepted technique for modeling the sociocogni-
tive structure of scientific communications. The ISI drew on Small and 
Griffith’s work to plan, during the 1970s and 1980s, a systematic cluster-
ing of the entire annual files of the SCI that culminated in the project, 
later abandoned, of a world Atlas of Science. The Atlas should combine 
specialty-by-specialty co-citation maps, aimed to show the interconnect-
edness among each specialty’s core documents, with bibliographies of 
the core documents themselves (plus the papers citing them) and mini-
reviews of each subject area written by experts whose names appeared in 
the appropriate clusters.27 Such a comprehensive mapping of the global 
structure of science lent itself to wide-ranging speculations on the techni-
cal and philosophical potentialities of an entirely new “spatial” informa-
tion retrieval tool shaped on the model of geographic systems. “In such a 
system,” contended Small,
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the user first views the overall map of science, selects a node on it and then 
sees the map for this sub-region, perhaps a discipline of science. Nodes on 
this sub-map may also be viewed as maps of sub-disciplines or specialties. 
The user may progress down this tree of nested maps until the document 
level map is reached, for retrieval of specific papers. In addition at each 
stage the user might have access to textual information describing the 
disciplinary or specialty network currently displayed, similar to the mini-
reviews in ISI’s Atlas of Science. . . . Clearly such a system is more than 
a bibliographic retrieval system; it is more nearly an encyclopedia of sci-
ence integrated with a bibliographic structure, perhaps a realization of the 
“World Brain/Memex” combination envisioned by Garfield.28

Citations do not link simply documents, they link ideas and arguments, 
and the connections are both internal to each subject area and transversal 
to multiple areas. On the internal front, the ability of highly cited docu-
ments to symbolize the main concepts at stake led Small to model, in terms 
of a walk through a co-citation network, the thought process involved in 
writing down a review of a scientific field.29 On the external front, given 
the propensity of citations to reach beyond the boundaries between disci-
plines and research fields, a global map of the kind envisioned by Garfield 
and Small could reasonably be expected to reveal, at least in principle, 
the structure of the argumentative networks connecting scientific theories 
beyond sectorial languages and practices.30

The pioneers’ philosophical commitment to the ideal of an encyclopedic 
information system encompassing the whole network of scientific papers 
got lost in the next-generation cartographers. Anyway, the task of trawl-
ing through the universal citation network to dig out its hidden cognitive 
structure at the global level of the world science system was taken over, 
at a lower degree of resolution, by network analyses of journal-journal 
citation links. On the assumption that journals covering similar subjects 
also display similar referencing patterns and cite one another in a consis-
tent way, journals cross-citing data have been used, on a route adjacent to 
co-citation analysis, to group related titles into subject classes. In the late 
1960s, economists at the Federal Research Bank, New York, were already 
examining the inter-citation network of economic journals with multidi-
mensional scaling techniques, under the conviction that treating a journal 
set as “a system of telephone switchboards, each of which serves a subset 
of economists,” and measuring the switchboard exchanges in terms of 
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frequencies of inter-citations, allowed the visualization of “a discernible 
structure in the journal network.”31 This research stream was dramatically 
spurred by the availability, starting in the early 1970s, of prepackaged ISI 
journal-to-journal citation data via the Journal Citation Reports (formerly 
Journal Citation Index). So, after Narin and Carpenter’s seminal attempts 
to derive hierarchical groups of subject-related journals through cluster 
analysis, a number of authors set out to process JCR tabulations with 
multivariate statistics and graph-analytic techniques.

In 1985, Patrick Doreian and Thomas Fararo applied the sociometric 
construct of “structural equivalence” to the network of inter-citations in a 
sample of sociological journals over three distinct time periods so as to de-
tect equivalence classes or “blocks” of journals that related in a similar way 
to other classes.32 In 1987, a CWTS team showed how the hidden dimen-
sions of a citation network in a set of astronomy and astrophysics journals 
could be modeled by means of a newly developed multivariate technique, 
quasi-correspondence analysis.33 Nearly a decade later, Juan Campanario 
adapted a well-known neural network algorithm, self-organizing or Ko-
honen maps, to four sets of journal-to-journal citation data spanning the 
fields of chemical physics, communication studies, and sociology.34 More 
systematically, Leydesdorff has been applying multivariate statistics and 
network analytic tools to investigate the fine-grained structure of the 
journal-journal citation matrix that grows out of the annual JCR editions. 
Besides the traditional objective of figuring out the specialty structure of 
the sciences, he has been seeking to determine if and how changes in jour-
nal citation patterns can be used as indicators of structural changes in the 
global organization of the sciences over time.35

In recent years, two circumstances have arisen that further enhance the 
resolution and accuracy of scientific maps. One is the dramatic advance-
ment in computer visualization and virtual reality, which, along with a 
wider range of network analysis and dimensionality reduction techniques, 
turned maps more and more into fine-grained representations of dynamic 
scientific territories in the shape of three-dimensional, colorful, interac-
tive, and browseable devices. Interestingly, in perfect line with an elective 
affinity running throughout the bibliometric tradition, many improvements 
in this area have been triggered by data mining and information retrieval 
research, where the design of hypertexts and graphic user interfaces, from 
the mid-1990s on, profited considerably by the use of three-dimensional 
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maps for the retrieval of pieces of information from vast amounts of data. 
A striking demonstration of these advancements is the global maps of 
science at the journal level, worked out, using advanced graph-analytic 
techniques, by Leydesdorff, I. Samoylenko’s team, and Kevin Boyack’s 
team.36

The second favorable trend showed up when, benefiting from the array 
of text mining techniques fostered by the widespread availability of full-
text databases, bibliometricians started exploiting hybrid combinations of 
citation and text analysis to get more accurate pictures of scientific fields 
or to validate the results obtained by each method separately. In the late 
1980s, researchers at the CWTS pioneered this line of investigation. Rob-
ert Tijssen and colleagues, for instance, experimented on journal inter-
citation networks using a mapping technique based on the joint use of ci-
tation data and content profiles derived from subject classification codes. 
In one case, they mapped the structure of similarities and dissimilarities in 
the dataset through quasi-correspondence analysis; in another case, they 
adopted (and adapted from the field of psychometrics) a subclass of the 
multidimensional scaling models called INDSCAL37. Shortly thereafter, 
Robert Braam and colleagues explored a hybrid approach in which words 
from the publications citing the documents previously clustered by co-
citation analysis were analyzed to check the convergence of both repre-
sentations and to assess the ability of co-citation methodology to identify 
all or a major part of the publications in a given specialty.38 On a parallel 
track, Michel Zitt, who in the 1990s developed a semiquantitative method 
of dynamic lexical analysis alternative to the juxtaposition of successive 
snapshots of synchronic relations for the description of the long-term 
evolution of a thematic area, has recently tested a combined lexical-
citation method for the delineation of emerging fields, such as nanosci-
ences, whose lack of a definite institutional structure is reflected in the 
fluidity of both the scientific vocabulary and the citation practices.39 On 
a smaller scale, Patrick Glenisson and colleagues have utilized full-text 
analysis—carried out with the classic vector-space model—to classify 
the complete set of articles issued in 2003 by the journal Scientometrics, 
concomitantly resorting to traditional reference-based citation measures 
for the refinement of the clusters thus obtained.40

It was almost inevitable that, urged by a steadily increasing demand 
for easy-to-interpret research assessment tools, bibliometricians gradually 
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managed to highlight specific zones of the mapped territories so as to help 
policymakers in spotting the peaks and the subsidences of the intellectual 
landscape. In the last analysis, the strategic value of a map is measured by 
its ability to position the actors (scientists, universities, research institutes) 
on the stage, to quantify their impact on a research field, and to monitor 
the variations of their performance over time. Thus, the next logical step 
was to further enrich the mapping process with information on personal 
and collective authors, and to develop interfaces enabling the layperson 
to answer policy-related questions such as, “What does this domain look 
like? Who are the main actors in this domain? What is their particular 
expertise? How does this expertise relate to that of others? What are the 
main developments in a certain period of time? Which actors contribute to 
these developments? Who may be responsible for a particular change?”41 
To appreciate the shift, one could contrast Garfield’s aforementioned 
project of an Atlas of Science with the Atlas of Science recently issued 
online by the SCImago research group at the University of Granada. 
Here, the descriptive concern with portraying the structure of knowledge 
domains in the Ibero-American science system is markedly unbalanced 
by the evaluative concern with inserting, next to each domain, productiv-
ity and impact data on the scientific performance of authors, institutions, 
journals, and countries.42

5.3.2. Maps of Science or Maps of Knowledge?

One could legitimately ask, What does a bibliometric map tell us, and 
how much distortion does it convey into our perception of the social and 
intellectual organization of the sciences? Is the map simply a snapshot of 
the conventional borderlines posited, mainly for bureaucratic reasons, by 
scientists and policymakers between otherwise fluid research areas, or 
does it effectively dig deeper into true intellectual structures? Answers 
to these questions can hardly be attempted without a preliminary insight 
into the way science works or is expected to work as a truth-building en-
terprise. Stated alternatively, an answer presupposes that, being inspected 
through theoretical lenses, bibliometric data can be pigeonholed and given 
voice into a model of scientific growth, regardless of whether the model 
committed to a cumulative and cognitive-driven or to a discontinuous and 
socially forced mode of knowledge production. Two classic case studies 
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that exemplify the sharply diverse “philosophical” courts before which 
citations have been summoned to give evidence are the survey of reverse 
transcriptase research set forth in Kenneth Studer and Daryl Chubin’s 
The Cancer Mission (1980), and the several attempts, recurring since the 
1970s, to bibliometrically investigate Kuhn’s puzzling notion of scientific 
paradigm.

Studer and Chubin’s work rested on the premise that, for the sociology 
of science to be relevant to biomedical research policy, a deeper insight 
into the cognitive dimension of science has to be reached within the 
framework of a “confluence theory” of scientific development. New dis-
coveries don’t emerge in a vacuum, nor is their background circumscribed 
by a rigidly defined set of disciplinary tools. Science seeks relatedness as 
much as it seeks truth, and the value of a research field is measured in 
large part by the contributions it makes and the clarifications it affords to 
adjacent fields. In biomedicine, too, major advances like the discovery 
of reverse transcriptase occur when ideas, theories, and techniques from 
other fields of science (chemistry, physics, etc.) “converge to form a bio-
logical problem domain,” without the convergence necessarily amounting 
to the creation of a new discipline or field.43 Because of the gatekeeping 
function exercised by scientific journals, journal papers are the most con-
venient entry point into a problem domain; to the extent that their formal 
connectedness through bibliographic citations can be analyzed structur-
ally by means of multivariate statistics, they are expected to reveal the 
connectivity structure of the problem domain. Citations and co-citations, 
however, cannot be taken at face value as indicators of intellectual cohe-
siveness, at least not without the support of complementary evidence of 
a qualitative nature. In confirmation of citations’ ambiguous role in the 
communication system, having applied factor analysis to the co-citation 
matrix of a core set of articles in the field of reverse transcriptase, Studer 
and Chubin couldn’t help but notice that the similarity of citation profiles 
behind certain clusters, far from reflecting the progressive subsidence 
of “hot” ideas and research topics, had a much simpler explanation: the 
extensive and socially driven inter-citation among members of groups 
belonging to the same institution. Articles, therefore, clustered not only 
along cognitive lines but also, and sometimes primarily, along institu-
tional lines as “there develops a tendency in cocitation analysis to pick 
off the large laboratories and research groups.” The authors concluded, 
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therefore, that “we must tread lightly on the implications of cocitation 
analysis until the parameters that boast visibility and usage, much of 
which seem artifactual, are better known.”44

On the same plane upon which Studer and Chubin had tested citations’ 
mapping potential, other bibliometricians projected a Kuhnian theory of 
scientific change, perpetually dwelling in a limbo between the cognitive 
and the social space. Kuhn had taught scientometricians that a specialized 
research community can foster knowledge advancement only through the 
unconditional and almost dogmatic adherence of its members to a shared 
set of practices, methods, instruments, values, and theories. He referred 
variously to these common elements in terms of “paradigm” or “disci-
plinary matrix,”45 emphasizing their dependence on some “exemplars” 
containing “the concrete puzzle-solutions which, employed as models 
or examples, can replace explicit rules as a blueprint for the solution of 
the puzzles of normal science.”46 As long as scientists fall into line with 
a paradigmatic way of thinking and acting, their research activity is not 
so different from the bricklaying held dear by the positivistic (and the 
bibliometric) tradition, but true advancements in science occur only when 
abrupt gestalt switches in the scientists’ perception of their research ob-
jects are brought about by paradigm shifts marking the transition from the 
ordinary, basically uncritical, and cumulative puzzle-solving activity of 
the normal science, to the highly original and philosophically compelling 
effort of the revolutionary science.

“If I am right,” argued Kuhn, “that each scientific revolution alters 
the historical perspective of the community that experiences it, then 
that change of perspective should affect the structure of postrevolution-
ary textbooks and research publications. One such effect—a shift in the 
distribution of the technical literature cited in the footnotes to research 
reports—ought to be studied as a possible index to the occurrence of 
revolutions.”47 Aside from this swerve in referencing patterns, though, no 
concrete indications were given of how, empirically, a paradigm could 
be identified, and this vagueness became a matter of serious disputation 
among sociologists and philosophers of science.48 In a later contribution, 
nonetheless, the author opened a window onto information science, con-
jecturing that the way a scientist learns to recognize a new problem as 
analogous to a previously solved problem has much in common with the 
way a child, walking through a zoological garden with his father, learns 
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to distinguish the geese from the ducks and the ducks from the swans, 
both processes being readily reproducible by a computer. No abstract 
definitions or correspondence rules are needed; it suffices for the child to 
see and hear the father saying “look, there is a swan,” or “look, there is a 
goose.” Thus, being programmed to recognize what his or her community 
already knows, the child learns to apply symbolic labels to clusters of 
natural objects.49

Kuhn’s insights were interpreted as an invitation to welcome the notion 
of paradigm within the realm of information science. Notwithstanding 
his reluctance to look at paradigms through bibliometric and linguistic 
glasses,50 a set of frequently co-cited documents had some of the neces-
sary requirements to stand for an empirical approximation of the notion of 
“exemplar.” If scientists involved in the solution of disciplinary puzzles 
do not apply abstract rules, but rather learn, by means of shared examples 
of standard practice, to perceive the similarities between a new problem 
and the problems previously solved by their colleagues and predecessors, 
then a core set of key documents incorporating such exemplary models 
of practice may well be supposed to exist. And if exemplary documents 
do actually inform scientific practices, it might also be the case that not 
only do they receive more co-citations than average, but the significance 
attached to those citations is surprisingly regular. Even more, it might be 
construed that the substitution, in a specialized domain, of a set of fre-
quently co-cited documents with a different set provides a rough indicator 
of a paradigm shift or scientific revolution.

Small has gone a long way toward handling in a bibliometric style the 
ambiguities inherent in Kuhn’s construct. As early as 1972, he changed 
his mind on how a conceptual map of the history of nuclear physics could 
be drawn. Instead of an intensive reading of the key papers and the figur-
ing out of their conceptual relationships, the formal connections among 
textual and bibliographic elements—i.e., the co-occurrences of words and 
co-citations—could work as well, with an additional saving of time and 
effort. In this framework, the clusters of highly cited documents extracted 
from ISI citation data through co-citation analysis appeared a rough but 
fairly acceptable translation of Kuhn’s “exemplars,” while the sudden 
disappearing of key documents from a cluster followed by their replace-
ment with a distinct set closely resembled the drastic shift in research 
orientation implicit in Kuhn’s notion of revolutionary change. A 1977 
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longitudinal study of the specialty structure of collagen research substan-
tiated Small’s approach, showing not only that the clusters of highly cited 
documents corresponded to groups of significant documents in the eyes of 
the specialists, but also that “citations provided, in effect, a physical and 
measurable manifestation of a collective mental switch from a static to a 
dynamic conception of collagen.”51

In the wake of Small’s original project, and taking advantage of increas-
ingly refined visualization tools and multivariate analysis techniques, later 
authors took over and elaborated on the idea that not only the structure 
of scientific disciplines, subdisciplines, and research areas, but also their 
inner dynamics, their going through paradigm shifts and scientific revolu-
tions, can be adequately portrayed in a two- or three-dimensional scale. 
Perhaps the most impressive demonstration in this sense is offered by 
Chaomei Chen’s Mapping Scientific Frontiers (2003), in which, review-
ing previous research on the subject, the author describes and displays 
several three-dimensional models aimed at capturing and visually brows-
ing, in the literary space of many scientific specialties, the salient features 
of the growth and development of competing paradigms as reflected in 
co-word and co-citation patterns.52

Of course, one might promptly object that to see is not the same as to 
believe. And to believe is even more difficult if both the limitations of 
the mapping methodology and the complexity of the philosophical target 
are taken into due consideration. Citation data, as chapter 7 argues in 
greater detail, do not possess the same degree of stability of geographic 
mapping units, and the lenses through which they are inspected—i.e., 
the multivariate statistics toolkit—are not capable of returning a picture 
comparable to the output of a Geographical Information System handling 
geographically referenced information. In factor analysis, for instance, the 
initial variables (citation or co-citation frequencies) are reduced to (linear) 
combinations of a lower number of “latent” variables called “factors,” 
typically interpreted in terms of specialties or research areas. The factors 
are deemed able to explain the correlations among the initial variables, 
but a number of reasons make this assumption controversial. Unlike the 
real variables, factors can’t be measured or observed, the determination 
of their number is not univocal, and there are many methods of extracting 
them out of the correlation matrix and many techniques of rotating factor 
loadings to achieve a simpler and more interpretable structure.
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As to the target, it has to be recognized that a Kuhnian paradigm con-
tains much more in terms of tacit knowledge and social negotiations than 
what shines through the brilliant surface of published literature. Kuhn 
himself, after all, would hardly agree on the bibliometric translation of 
his construct. In his later view of scientific theories as complex language 
systems, he maintained that comparisons among such languages cannot 
be achieved by measuring them against external, allegedly “objective” 
criteria, but rather involve a complex learning and evaluation process. 
And also before the “linguistic turn,” the only place he found for citation 
analysis was in helping sociologists break a potentially vicious circle. 
A paradigm or disciplinary matrix is what the members of a scientific 
community share and vice versa, a scientific community consists of 
those who share a common paradigm; thus, to escape the circularity, it 
is necessary that the scientific community be defined without resorting 
in advance to the concept of paradigm. This is a comparatively easy task 
for well-delineated or institutionalized professional groups; affiliation to 
university departments, membership in professional associations, and the 
particular set of journals read are usually sufficient to distinguish a physi-
cist from a chemist, a solid-state physicist from a high-energy physicist, 
an organic chemist from an inorganic chemist. At a slightly lower level, 
instead, where an area of ultra-specialized research topics is being formed 
around some core interests, practical and conceptual difficulties do actu-
ally emerge. Here, Kuhn himself acknowledged the potential utility of 
citation analysis, underlining that, for a specialty group to surface prior 
to its public acclaim, “one must have recourse to attendance at summer 
institutes and special conferences, to preprint distribution lists, and above 
all to formal and informal communication networks, including the link-
ages among citations.”53 Significantly, the footnote references supporting 
Kuhn’s statement point to Garfield’s 1964 work on algorithmic historiog-
raphy, Derek Price’s 1965 article “Networks of Scientific Paper,” and one 
of Myer Kessler’s reports on bibliographic coupling.
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Constrained on the dissecting table of sociologists, science delivers a rather 
disenchanted picture of its truth-chasing mission: a professional work 
organization in which the pursuit of collective goals in the advancement 
of knowledge about nature and society is inseparable as much from the 
allocation of scientific reputation among colleagues/competitors as from 
the publish-or-perish game pending on the individual’s desire to change 
the course of history for the better. Scientific progress, in fact, rests on the 
recognition and legitimization of individual contributions by a research 
community sharing a set of notions, methodologies, practices, and values 
relative to the field wherein personal skills are exercised. Hence a scientist 
is properly a scientist only as part of a community whose members, in ad-
dition to being oriented toward the resolution of a class of shared problems, 
are in the position to evaluate and reward specific research results.

The recognition of scientific quality, which basically amounts to the as-
sessment of the novelty of a contribution, is a motivating drive for the re-
searcher, to the point that those who don’t attain it are generally diverted to 
other activities, such as teaching or administrative duties. From a science 
policy standpoint, it is also a useful guide in the allocation of the financial 
and human resources necessary for the machinery of science to work prop-
erly. Before taking the tangible form of university tenure or promotion, 
funds granting, or prizes, recognition is awarded through the evaluation 
of scientific publications. The usual method for assessing the quality of 
scientific publications or research projects competing for funding is the 
critical examination of their content by a group of acknowledged experts 
(peer reviewing). The peer-review system, born in seventeenth-century Eu-
rope to counteract the knowledge fragmentation caused by the branching 
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of scientific specialties, is a basic component of the collective, cumulative, 
and self-corrective character of science because, through the competent 
judgment of peers, scientists rely confidently on the work of colleagues 
and predecessors without having to reinvent the wheel each time.

The reliability of peer reviewing as a quality detector tool requires that 
the evaluation procedure be as encoded and impersonal as possible, and 
that there be a spontaneous convergence of judgment criteria from differ-
ent experts on a given piece of research. In the best possible world, both 
conditions might be thought of as the ultimate fulfillment of a sort of mis-
sion, in which the judges temporarily abandon their human condition and 
reappear as pure, rational spirits who manage to perform an objective ap-
praisal in accordance with a set of universal rules. Scientists themselves, 
though, have gradually realized, at their own expense, that such a spiri-
tual distillation is difficult, if not impossible, to achieve. As extensively 
documented by the history of science and by the less honorable history 
of successful frauds, the peer-reviewing system is biased by prejudices, 
inconsistencies, and conflicts of interest. Sociologists, on their part, have 
promptly traced this weakness back to the conflictual dynamics that govern 
scientific fields, while philosophers echoed them by demolishing the myth 
of a single, universal scientific method that should warrant the application 
of objective peer assessment criteria. Among the criticisms, one stands 
out as the mainstay of many others in undermining the peer-reviewing 
system’s alleged vocation of promoting “pure” knowledge. In Kuhn’s 
perspective, scientists operating within the frame of a consolidated para-
digm maintain a rigid and conservative attitude toward the body of current 
scientific theories so as to discourage alternative, potentially destabilizing 
ideas and hypotheses. This resistance to change takes strategic advantage 
of the direct or indirect social control of the main distribution channels 
of scientific ideas exercised by means of the peer assessment procedures 
so vital to the scholarly publication system. Resistance to change, one 
might add, neatly dovetails with the heated reactions stirred up by the 
application of external (i.e., quantitative) evaluation criteria to scientists’ 
work, something they are likely to regard as an unwarranted meddling 
with their semiprivate dialogue with nature. Nevertheless, in a Kuhnian 
universe, conservatism is also the staple of scientific change: whenever 
the power and precision of paradigmatic science result in the emergence 
of unmanageable technical difficulties, or “anomalies” that would make 
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sense only in light of new paradigmatic theories, the stage is set for a sci-
entific revolution whereby a paradigm shift takes place. Throughout the 
time spans separating one revolution from another, then, research work is 
“normal science,” mere routine or puzzle solving, a kind of activity that 
“does not aim at novelties of fact or theory and, when successful, finds 
none.”1 Thus, a peer review conducted during a period of normal science 
is suspected of hindering the introduction of significant theoretical inno-
vations through a sort of “iron law” of disciplinary oligarchy.2

The peer review crisis triggered off the search for alternative or comple-
mentary evaluation methods more detached from subjective judgments. 
So, at least from the 1970s, the use of citation analysis to produce indica-
tors of scientific performance in terms of citation scores began to receive 
unprecedented attention from politicians and science managers, clearly 
attracted by the several virtues of a numerical index: convenient, quickly 
understood, easily applied, and, above all, easy to calculate thanks to ISI 
databases. Citation scores and, in general, bibliometric indicators display 
an obvious, congenital defect: they are never the first to arrive on the 
crime scene. The unit under evaluation, be it a beginner scientist on the 
verge of publishing his or her first paper, or a paper on the verge of being 
cited, cannot indeed be imbued with bibliometric life until, respectively, 
the publication process is completed and the citation received. The qual-
ity potential of aspiring scientists or new entries in the publishing arena, 
as well as the quality potential latent in a paper before someone notices 
(and cites) it, are thus irremediably shut out of the bibliometric window, 
their appraisal being relegated to qualitative judgment of an irremediably 
local—at worst parochial—character. Of course, it could reasonably be 
contended in the case of newbies that, if not for their direct recruitment, 
bibliometric appraisals can at least help select their better teachers and 
evaluators, but being a high-impact evaluator doesn’t automatically war-
rant the interiorization of the ethical requirements involved in any fair 
evaluation. By contrast, after the recruitment has taken place and the sci-
entist is aboard, so deeply involved in the publication and citation game 
that productivity and impact patterns become discernible and eventually 
measurable, the question of whether quantity and quality fit together takes 
on more distinct contours.

Scientometricians have constantly adopted a dual strategy to corroborate 
the equation quality = citation impact implicit in bibliometric performance 
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indicators, explaining why the bibliometric medicine is supposed to work 
and, at the same time, enhancing its preventive power against potential 
rejections:

1.  Why the medicine is supposed to work: because a sizable amount of 
statistical evidence has been generated, every now and then, on the 
positive correlation existing between citation scores and independent 
appraisals of individual performance, above all peer ratings. Likewise, 
as the long series of Garfield’s Citation Classic Commentaries testi-
fies, if one turns to the twentieth-century history of science, it doesn’t 
take too much to realize that the most prominent scientists, those who 
have seen their excellence punctually rewarded by prizes and honors 
(the Nobel prize in the first place), have managed to publish, more 
often than not, citation classics.3

2.  How to avoid rejections: simply anticipating, by a good deal of statisti-
cal evidence, some of the objections raised against the significance of 
citation counts, two of the most recurrent being the ambiguous role of 
self-citations and the phenomenon of delayed recognition.

Scientists usually cite their own earlier contributions upon which ongo-
ing work is built, thereby reinforcing in the audience the sense of conti-
nuity between present and past accomplishments. For a long time the ISI 
has been interested in finding out what the meaning of self-citations is in 
the case of journals, while a 1977 paper by Renata Tagliacozzo laid down 
the basis for a series of subsequent critical analyses of individual authors’ 
self-citation practices, addressing such relevant issues as the relative pro-
portion of self-citations in different research fields, their frequency of oc-
currence and age within selected groups of papers, and their dependence 
on other critical bibliometric features, including the number and produc-
tivity of coauthors and the size of bibliographies.4 Self-citations are not 
an evil in themselves. Yet, beyond a certain threshold, they are suspected 
of deceitfully inflating the citation impact of the unit under assessment 
(paper, scientist, journal, institution). To neutralize this suspicion, biblio-
metricians have sought to demonstrate that, though at the micro-level of 
analysis self-citations may effectively represent a problem and ought to 
be removed before any comparative evaluation, when macro-units come 
into play and large aggregates of citations are analyzed over an adequate 
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number of years, not only do they lose their deviating weight and not need 
to be excluded from the evaluation, but they work, to a certain extent, as 
a size-dependent “impact-reinforcing mechanism” by triggering a “chain 
reaction” that ultimately brings about an increase in external citations.5

Another potential threat to many bibliometric studies making use of 
short time-windows for citation tallying is the historical recurrence of 
premature discoveries, that is, important contributions completely ignored 
for several years because of an excess of originality that puts them ahead 
of time, as happened during the second half of the 1800s to Mendel’s 
work. Once again, this is not a problem for evaluative bibliometrics in-
sofar as it can be demonstrated that, from a statistical viewpoint, delayed 
recognition is an exception to the general rule that “a paper not yet cited, 
say, ten years after publications has little chance to become even fairly 
cited in the future.”6

The use (and abuse) of citation indexes in the evaluation of scientific 
performance has taken two main avenues. The first is a shortcut, leading 
to the association of the quality of a paper with the same index express-
ing, in statistical terms, the impact of the journal in which it appeared (the 
impact factor); the second is a more tiring road, in great part still under 
construction, which concentrates on citation counting at the individual or 
collective level and, without denying the perils of the journey, makes its 
own way through a wide range of methodological considerations on the 
limits and conditions of applicability of bibliometric indicators.

6.1. THE SHORTCUT: 
THE JOURNAL IMPACT FACTOR 

The impact factor (IF) is a journal citation measure devised in the early 
1960s by Eugene Garfield and Irving Sher to help select journals for the 
Current Contents and the SCI. Since 1975, it has been regularly supplied 
by the Journal Citation Reports (JCR), an annual ISI publication covering 
both the natural and social sciences in separate editions. The JCR is a by-
product of the main ISI indexes: processing data from the SCI and SSCI, 
it categorizes and compares over 9,100 international scholarly journals 
with respect to various metrics, the chief one, or at least the most popular, 
widely used and heatedly debated, being the IF.
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The IF of a journal is an estimation of its average article’s citation score 
over a relatively short time span. It is computed for a given year through a 
simple arithmetical division between a numerator and a denominator. The 
numerator is the number of citations received, in the processing year, by 
(all) the items published in that journal during the previous two years; the 
denominator is the overall number of “citable” items (research articles, 
reviews, and notes) issued by the journal during the same two years. If, 
for instance, in 2006 the items issued in 2005 and 2004 by journal X were 
cited 100 and 150 times, respectively, and if the total number of citable 
items published in that journal in 2005 and 2006 was 70, then the 2006 IF 
of journal X would be

IF(X) � 
100 � 150

 � 3.57
 70

The use of a ratio, with a portion of published items summed up as 
the denominator, in lieu of a crude count of citations to all the journal 
backfiles, serves the purpose of leveling out the size gap between journals 
publishing many items and those carrying few but potentially influential 
contributions. Likewise, the adoption of a short time window allows dis-
counting of the skewing effect of overcited articles published by older 
journals. One could reasonably argue, incidentally, that a total citation 
count relative to all articles published by a journal throughout its life 
would ensure a better historical perspective on its impact than a two-year 
interval. In effect, Garfield himself used a total citation count to derive his 
Law of Concentration from Bradford’s Law. But having delimited the set 
of multidisciplinary research journals forming the core of the entire sci-
ence communication system, he needed a more flexible analytical tool for 
further extending the pool of valuable sources. The choice of a two-year 
window, in particular, stemmed from an early observation by Garfield 
that “the typical cited article is most heavily cited during the two years 
after its year of publication.”7 Across disciplinary domains, instead, the 
chronological distribution of cited references varies considerably, thereby 
explaining the numerical difference of IF ranges between journals of dif-
ferent disciplines. For this reason, the JCR classifies journals into subject 
categories and ranks them by decreasing IF within each category, deliver-
ing also additional measures useful to estimate the time-dependence of 
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citation and reference patterns: the immediacy index and the cited half-
life.8

Even though librarians have long been aware of the multidimension-
ality of scientific journals’ value and the irreplaceable role of local use 
surveys in planning acquisition policies, the IF and related indexes have 
been used extensively, over the last thirty years, to support informed de-
cisions in library collection management. A major source of controversy 
originated when, in the context of a general revision of research quality 
control criteria, science administrators started employing the IF as a tool 
of decision making in science policy issues involving individual scien-
tists, research groups, departments, institutions, and countries, instead of 
journal titles. The higher the IF of the journals listed in the publication 
records of the units under assessment, the greater the candidate’s chance 
of outperforming all the other applicants in a competition for promo-
tion, tenure, or funding allocation. In European countries, especially, the 
practice of associating the citation impact (and the individual merit) of 
an author with what originally designated just the impact of a journal has 
become endemic, to the point of conditioning even the scientists’ behavior 
in the manuscript submission process, which is strongly biased toward the 
titles scoring higher in the bibliometric top ten. Journal editors, on their 
part, immediately grasped the IF’s strategic potential, taking advantage 
of its alleged linkage with scientific quality in advertising editorials like 
“Journal X receives Impact Factor,” “Journal X Impact Factor sets another 
record,” “Journal X Impact Factor increases by n%,” and the like. As in 
the case of television audience ratings, estimated by the number of people 
tuned in to a channel regardless of how much they actually enjoyed the 
program, the proportional increase in the IF score became a prelude to 
marketing success, to an increased commercial and symbolic visibility, 
and occasionally to a more profitable sale of advertising spaces, mak-
ing room also for fraudulent practices, such as the inflation of the IF by 
journal editors who keep a diamond lane for articles firmly embedded in 
a network of reciprocal references.9

Over the last decade, plenty of criticism and blame has piled up against 
IF-based evaluation methods, so much so that it would be impossible, 
perhaps even useless given the repetitiveness of many arguments, to re-
view all or even a small part of the papers setting them forth.10 Curiously 
enough, since professional bibliometricians do agree with their alleged 



188 Chapter Six

critics about the inadequacy of the IF as a valid measure of scientific 
achievement, what the critics criticize is not a theory or an argument 
backed up by this or that author but, as usually happens when the stakes 
go beyond a sterile methodological contention, an ideal “pro-IF argu-
ment” created or remodeled from scratch so as to counter it more ef-
fectively. IF-addicted evaluation procedures are not theorized by leading 
lights in the bibliometric field; they are simply “planned” and “executed” 
here or there as the umpteenth manifestation of the whole panoply of local 
micro-powers that get a share of the spoils in the academic policy game. 
Objections to the IF, nevertheless, are of extreme theoretical interest be-
cause they run the gamut from the technical limitations of ISI databases in 
coverage and accuracy to the structural inadequacy of citations as building 
blocks of performance indicators. Two points deserve particular attention 
here: the skewness of citation distribution and the several conceptual and 
technical limitations bearing upon the significance of the IF score.

Detractors of citation analysis censure the widespread association of the 
IF with a virtual object that hardly exists, the average article. A journal, 
even though boasting a high IF, contains good articles next to mediocre 
ones and articles with a strong impact next to others with little or no im-
pact, and the distribution of citedness is extremely skewed, so that the few 
papers attracting the most citations are quite systematically outnumbered 
by the share of low cited or totally neglected ones. But if high-impact 
titles owe their primacy to frequent citation of only a limited number of 
papers, then the journal IF is definitely inappropriate as surrogate of the 
impact of an individual article, all the more so because the poor statistical 
correlation existing between the citedness of individual articles and the IF 
of the journals wherein they appeared is well documented in bibliometric 
literature.11 Still, one might ask to what degree the poor correlation at the 
individual article level justifies general conclusions about the probabilis-
tic deficiency of the IF. Is it possible to assess the validity and reliability 
of journal citation scores? What kind of information, if any, does the IF 
ultimately provide on the relative standing of a journal? A clue to partially 
answering such questions may be found at the statistical reasoning cross-
roads where different bibliometric research routes usually meet.

When confronted with league tables of social significance, be they 
institutional, individual, or documental comparisons based on simple 
numbers, professional statisticians resolutely stress the importance of data 
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integrity, the necessity to take into account potentially confounding fac-
tors, and the crucial issue of specifying an appropriate statistical model 
enabling the analyst to estimate the uncertainty inherent in results along 
with the degree of reliance that may eventually be placed on them.12 For 
citation league tables, nonetheless, each of the above prerequisites is not 
that easy to comply with: ISI data integrity is questioned, every now and 
then, on the ground of the deforming filter imposed on their processing 
routines by a private company.13 Furthermore, the confounding role of ex-
ternal variables, such as differences in citation practices among research 
fields or differences in prestige among journals, is not amenable to an 
immediate translation into equation parameters, while the choice of a suit-
able stochastic model necessary to ascertain which differences are, and 
which are not, significant, is hindered as much by the perpetual skewness 
of citation scores as by the equally satisfactory way in which different 
models can fit the same dataset.

Early concerns about the degree of stability and reliability associated 
with citation rankings were expressed during the 1970s both within the 
American and the European (specifically Dutch) bibliometric subculture, 
as testified, respectively, by Narin’s Evaluative Bibliometrics and Dennis 
Dieks and Hans Chang’s 1976 paper.14 The latter featured a probabilistic 
model of the citation process in which the total number of citations re-
ceived by a paper in a given year is a stochastic variable assumed to fol-
low the Poisson distribution. At around the same time, in view of improv-
ing comparisons among authors in similar fields by means of appropriate 
hypothesis tests, Nancy Geller and colleagues envisioned the even more 
challenging possibility of estimating, under a series of suppositions about 
the regularity of citation patterns and the growth rate of scientific litera-
ture, the lifetime citation rate of a paper.15 Their model incorporated the 
assumption that the variable expressing the number of citations settled on 
a paper over a forty-year lifetime follows a negative binomial distribution 
(a deviation from the Poisson arising in contagious processes of the “St. 
Matthew” type). A similar hypothesis informed Allison’s 1980 attempt 
to provide a scale-invariant measure of inequality in publication/citation 
counts as well as Schubert and Glänzel’s 1983 design of a reliability test 
for determining the statistical significance of the observed differences in 
citation impact. Noticeably, the latter authors concluded that their simple 
test “proved to be suitable for comparisons of journal impact factors or 
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citation rates for similar source and citation periods” while “in other situ-
ations (e.g., lifetime citation rates or citations to all previously published 
papers) the distribution of citations may fundamentally differ in character 
and even the applicability of classical Gaussian statistics can rightfully be 
questioned.”16

Carrying on the above line of statistical modeling, Bensman has re-
cently performed an exploratory investigation of the 2005 JCR’s probabi-
listic structure. Here the frequency distribution of journal IFs across SCI’s 
and SSCI’s subject categories is tested against the theoretical probability 
distributions traditionally holding the field in information science: the 
Poisson distribution and the negative binomial.17 Under specific assump-
tions, the test results indicate that, besides the well-known IF bias toward 
big and well-funded fields such as biomedicine, a structural cleavage 
comes into sight from a bird’s-eye view. Indeed, as compared to the al-
most random and Poisson-compliant IF distribution of the SSCI journals, 
the IF distribution of the SCI titles is much more positively skewed and 
conforms to a contagious pattern of the negative binomial type, both 
effects being amenable to the larger prevalence of highly cited review 
journals in the SCI class. Such a probabilistic unbalance is nothing more 
than a further corroboration of Garfield’s early discoveries relative to the 
centrality of review papers in scientific communication and the surpris-
ingly low mean citation rates of the vast majority of published scientific 
literature. Needless to say, it concurs to advise against any acritical use 
of IF-based measures for research evaluation purposes, at least as far as 
journals at the lower end of the IF’s range are concerned. Exceeding vari-
ability, indeed, causes the small differences observed in rank order among 
journals to be scarcely significant, a probable effect of mere random 
variation.18 This is not, however, tantamount to completely dismissing the 
IF’s utility in evaluative settings.

Turning back to the source itself, Bensman has also sought to demon-
strate, on a sample of 120 chemistry journals, the validity of Garfield’s 
journal citation measures (total citation counts and IF) as indicators of 
journal importance against peer ratings and usage rates.19 In perfect ac-
cordance with the tradition of advanced mathematical treatment of in-
formation processes outlined in chapter 4, he posits a compound Poisson 
distribution as the most suitable stochastic model for explaining the fre-
quency distributions of journals across the four measures. Such a complex 
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model is necessary to account for two concurrent sources of variability: 
the structural ambiguity injected by Bradford’s Law into the scattering of 
chemical articles across journals and the postulate of a success-breeds-
success mechanism at work behind the skewness of frequency patterns. 
The relationships among the four measures of journal importance, then, 
are gauged by means of parametric and nonparametric techniques, lead-
ing to a substantial confirmation of Garfield’s findings: 1) total citation 
count and IF capture different facets of journal importance; 2) the former 
is better than the latter as a global measure of importance, but the gap 
narrows if only a better classification is introduced in the sample sorting 
out review journals from research journals; and 3) both measures are sur-
prisingly stable over time at the higher level of citation rankings. Hence 
the inappropriateness of the IF in accounting for the relative standing of 
individual articles doesn’t automatically compromise its ability to capture 
one facet of journals’ quality: the higher propensity of high IF journals 
to publish heavily cited articles compared to low IF journals. Some go 
even further in claiming that, if a journal set is deemed to correspond 
roughly with the documentary base of a discipline, the IF is no longer to 
be intended as the mean citedness of the papers published in a journal, 
but rather as their “chance for citedness” resulting from the relative con-
tribution of the journal to the overall impact of the entire set of journals 
devoted to the discipline.20

Probabilistic considerations aside, many objections have been raised 
against the IF’s ability to catch journal prominence in any meaningful 
way, partly because of an ambiguous definition of citable items in the IF 
ratio, and partly because of a series of external or contingent factors bear-
ing on the significance of citation counts at the journal level. Let’s briefly 
review these limitations.21

1.  Classification of citable items. By definition, the numerator and the de-
nominator of the IF formula are incongruent, as the units that contribute 
to augmenting the first do not enter the second: the number of citable 
items at the denominator does not take into account letters, editorials, 
or conference abstracts, in other words, all the contributions not clas-
sified as original research articles, notes, or reviews. This gap involves 
the definition of strict but necessarily conventional classification crite-
ria for distinguishing citable from noncitable units. As emphasized by 
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many critics, moreover, even noncitable materials can be cited and do 
indeed enter the overall counting of citations at the numerator, thereby 
spuriously inflating the score for journals that publish many trivial 
items.22

2.  Accuracy issues. From a bibliographic and cataloging point of view, 
journals are complex entities, often with a turbulent editorial life ex-
posing them to title changes, splits, mergers, and supersessions, which 
can dramatically affect citation counts. Nonetheless, the ISI doesn’t 
combine citation data on the basis of lineage, nor for sections of the 
same journal. This choice has occasionally raised controversies over 
the accuracy of IF scores even for internationally prominent titles, such 
as the dispute dating back to the 1980s on the double-counting of cita-
tions spuriously inflating Angewandte Chemie’s IF. It turned out that 
the miscounts were due to several authors citing both the English and 
German versions of the same paper, whereas only the former had been 
indexed by the ISI.23

3.  Density and age of cited references. Since, intuitively, the more one 
cites, the more can be cited, the average number of bibliographic 
references per article in a set of subject-related journals is roughly 
proportional to the citation impact of the journals themselves. Recent 
statistical analyses confirm, in this respect, that the IF is sensitive both 
to variation in the average number of references per paper and, more 
deceptively, to self-citation rates.24 The age distribution of those refer-
ences, too, strongly affects the IF calculation, because it weighs upon 
the number of citations falling in the two-year window of Garfield’s 
measure. Density and age of cited references emphasize the variability 
of citation cultures among disciplines and research fields. It is well 
known, for example, that mathematicians cite less than biochemists 
and that older literature is more significant for them than for life sci-
entists. Most of mathematicians’ citations, in fact, fall beyond the two-
year span rewarded by IF-based statistics. As peremptorily pointed 
out by an official report on citation statistics recently sponsored by, 
among others, the International Mathematical Society, the temporal 
short sight testifies for the structural inadequacy of such coarse mea-
sures of journal value to research evaluation, especially if they are not 
supplemented with other kinds of substantive information.25 A similar 
variability also exists among research fields belonging to the same dis-
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cipline; in the biomedical domain, for instance, basic research journals 
tend to be “consumed” (and cited) more quickly than applicative jour-
nals, so that a higher number of citations concentrates on more recent 
years, especially on the last two involved in the IF calculation. Such 
aging patterns are hardly manageable in bibliometric terms because 
each research field (or even subfield) seems to contain a specific mix 
of journals with different aging characteristics. That’s why, to facilitate 
fair comparisons, efforts have been made to identify and classify the 
different kinds of aging processes starting from the distinction between 
a maturing and a declining phase in the journals’ citation life.26

4.  Journal format and article type. Once a journal gets published, its 
format and scope affect the IF via the speed and intensity with which 
different types of articles attract citations. A rapid communications 
title, for instance a physics letter journal, is usually cited more quickly 
than a full paper journal, but for a shorter period of time; hence, its IF 
will be comparatively higher. Likewise, given the well-known propen-
sity of review articles to attract many citations on the score of their 
bibliographic vocation to collapse entire research traditions, journals 
that publish many review articles are likely to boost their IF. That’s 
why the JCR itself recommends processing journal source data by 
document type.

Whereas accuracy issues can in principle be tackled by means of a 
careful cleaning of ISI data, the other structural pitfalls require effective 
adjustments of the original IF formulation or, alternatively, the design of 
more sensitive measures of journal impact.27 A readily available adjust-
ment is the modification of the time window for either the cited or the 
citing years. In the first case, as noted above, the counting of citations 
to articles older than two years marks out the aging differences between 
journals of various disciplines and research fields. Yet evidence also ex-
ists that, if comparisons of journals’ citation records are drawn within 
each subject category, IF-based rankings do not change significantly.28 
The second choice entails the computation of a “diachronous” in lieu of a 
“synchronous” IF. Instead of counting citations from a single citing year 
to documents that appeared in two or more previous publication years, 
citations are tracked from two or more citing years (hence from several 
JCR editions) to documents issued in a fixed publication year. Being more 
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sensitive to the time evolution of citation patterns, a diachronous impact 
indicator better reflects the actual impact of a set of papers; hence, it is 
particularly suitable for evaluative purposes. It has been implemented, for 
example, in the evaluation methodology of the Hungarian Academy of the 
Sciences as well as by the Leiden group at the CWTS.29

Another method for reducing IF biases and enhancing its cross-field 
comparability is the creation of a normalized measure, which takes into 
account the main variables at stake: (sub)field citation practices, types of 
documents published by the journal, and age of cited papers. One early 
example of normalization is Graeme Hirst’s discipline impact factor, dat-
ing back to the late 1970s, which measured the number of times a journal 
is cited by the core literature of a single subfield rather than by the com-
plete set of ISI journals.30 At about the same time, by far the most interest-
ing proposal came from Pinski and Narin, whose Google-like algorithm of 
journal ranking is examined more carefully in subsection 6.2.2. A third re-
markable example of normalization is the “Journal to Field Impact Score” 
recently introduced by van Leeuwen and Moed. The new index seeks 
to overcome the IF’s pitfalls on various fronts. It counts the same items 
(original articles, letters, notes, reviews) both at the numerator and de-
nominator; it is field-specific, in the sense that the impact of the individual 
journal is compared to the world citation average in the corresponding 
research fields; it differentiates the normalized impact for the various 
document types (reviews, research articles, etc.); and finally, it employs 
variable citation and publication windows for the count depending on the 
communicative patterns of the research field under evaluation.31

So far, none of the revised versions or substitutes of ISI IF has gained 
general acceptance beyond its proponents, probably because the alleged 
alternatives lack the degree of interpretability of the original measure. 
Furthermore, their reproducibility is seriously hindered by the absence 
of an ISI-like institution maintaining an updated database of comparable 
solidity. Even so, whatever the limitations and broken promises of journal 
impact measures, they are vital to the survival of scientometrics because 
the IF and its descendants play a key part in the standardization of cita-
tion measures for the purpose of comparative assessment. In fact, anyone 
seeking to establish a scale of measurement for citedness—that is, a 
standard against which a fair judgment of “how much” the citation score 
of a given set of papers is “low” or “high” can be formulated—needs an 
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accurate preliminary estimation of the expected number of citations for 
the research field encompassing the papers under evaluation. A widely 
practiced solution, though not necessarily the best, is to set the standard at 
the level of the scientific journals. The rationale for this choice is simple: 
by virtue of the high degree of specialization and the strict quality control 
exercised at the content level by the “gatekeepers” of science (editors 
and referees), scientific journals are supposed to contain “coherent sets 
of papers both in contents and in professional standards.”32 The mean IF 
of the journals covering a specific research area is then assumed, in many 
research evaluation models, as a rough estimation of the number of times 
a paper falling into that research area could have been cited.

The reader should be aware that the above operation is by no means 
a neutral one. In fact, any attempt to normalize a citation score through 
journal measures must necessarily assume a preexisting, clear-cut delimi-
tation of disciplinary and subdisciplinary boundaries between sets of sci-
entific journals. In other terms, the normalization has to rely on a journal-
compliant classification of scientific specialties, which is expected to 
accomplish in advance the complex task of “cutting the cake” so as to 
predispose each slice to the assignment of a field-specific standard score. 
As discussed in section 5.3, the application of multivariate statistics and 
graph-analytic techniques to journal-journal citation patterns can provide 
the classifier with assistance in assigning journals to different subject 
specialties. But one general lesson can also be drawn from those experi-
ments, namely that no conclusive “structural” classification is achievable 
by quantitative methods alone, at least as long as substantive assump-
tions are required for a multivariate or network analytical model to fit the 
complex patterns of interrelationship hidden in ISI citation data. Thus, 
unless one simply trusts JCR’s subject categories for practical reasons, 
an unambiguous classification of research fields to be used as a baseline 
for scientometric evaluations is severely hindered by the fluidity of disci-
plinary boundaries and the high degree of variability in subject coverage 
across scientific journals (think of Bradford’s Law). At a deeper layer, it 
might even be construed that such a classification is thwarted by the way 
in which modern scientific disciplines have evolved following the pattern 
of historical developments outlined in section 1.3: as the system of knowl-
edge production transcended university departments, the degree of mutual 
dependence among scientific fields grew accordingly under the effect of 
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cognitive and social factors; university-based disciplines, with their clear-
cut subdivisions conventionally implemented in bibliographic (and biblio-
metric) information systems, consequently ceased to represent the basic 
unit of social organization for knowledge production.33 Some authors 
have also moved forward in claiming that, from the mid-twentieth century 
onward, a new form of dynamic, context-driven, problem-focused, and 
interdisciplinary knowledge production mode took hold in contrast to the 
academic, discipline-based organization,34 a knowledge production mode 
in which, to put it succinctly, any preconceived classification of research 
fields has to come to grips with the disturbing prospect that the intellectual 
and institutional organizations of the sciences no longer coincide to any 
considerable degree.

6.2. THE LONG AND WINDING ROAD: 
DESIGN AND APPLICATION OF ADVANCED 

SCIENTOMETRIC INDICATORS 

Hardly anyone would dispute that scientific research is a complex, multi-
dimensional activity, which cannot be flattened onto an evaluation scale 
centered on a single output or publication type. Scientists do not spend 
all their time writing; they teach, plan, experiment, organize, and report 
provisional findings. Furthermore, when they write, they don’t write only 
journal papers, but also books, technical reports, manuals, conference 
papers, and software, materials that, though citable and cited to a certain 
extent by journal papers, live and exercise an impact often outside the 
formal communication channels of journal literature. In computer sci-
ence, for example, conference proceedings play an outstanding role in the 
timely communication of cutting-edge knowledge and cannot be reduced 
to a provisional form of scholarly transaction to be replaced, sooner or 
later, by the full-fledged journal paper. Even in the biomedical field, 
where journal papers are the standard currency of research activity, the 
proper criteria for evaluating the impact of the findings being communi-
cated reach far beyond the crude consensus manifested by formal citations 
since the ultimate goal of biomedical research, namely health improve-
ment and the promotion of patient care, lies well outside the boundaries 
of the academic audit process.
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On the other hand, given the lack, outside the ISI products, of com-
prehensive databases containing structured information on the various 
types of output for all individual scientists and institutions worldwide, 
the assumption that ISI data provide a good sample of global and local 
scientific standing is quite well accepted, at least for the natural and life 
sciences. Insofar as publishing papers in peer-reviewed international jour-
nals comes to be regarded as the main business of scientists, therefore, ISI 
citation data offer the raw materials for building indicators of scientific 
performance. And even when, as in the above examples of computer sci-
ence and biomedicine, their poor representativeness is acknowledged out-
right, it is generally agreed that further inquiry into the conditions under 
which they can be integrated with complementary information sources 
is worthwhile. For instance, Leiden bibliometricians at the CWTS com-
pleted a pilot study in 2006 for expanding ISI indexes with source papers 
from refereed proceedings of computer science international conferences 
in view of developing field-specific bibliometric indicators.35 Similarly, 
Grant Lewison has envisioned the expansion of the set of analytical tools 
necessary to trace the multiple routes along which biomedical research 
influences health decisions through the bibliometric analysis of nonjour-
nal citation linkages, such as citations to biomedical articles from patents, 
clinical guidelines, and newspapers.36

Over the past decades, the debate on research evaluation methods and 
standards has produced an impressive amount of literature, making room 
for a wide variety of hypotheses and solutions. At one extreme, the oppo-
nents of quantitative methods, although recognizing the need for change, 
get rid of all bibliometric indicators after a superficial trial because, in the 
last analysis, nothing appears as reliable as an accurate peer review. At the 
opposite extreme, some have placed so much trust in quantitative analysis 
as to claim that, at least to a certain extent, properly weighted indicators 
can and should be implemented by expert systems and computer-assisted 
procedures to help determine career progression and university chair as-
signment.37 Bibliometricians, on their part, have gone beyond simple sche-
matizations: none would deny the centrality of an accurate peer review for 
the appraisal of scientific merit; all the same, they purport to complement 
and render more accurate the peer-reviewing system through additional, 
less subjective analytical tools. To this end, they set out to thoroughly ana-
lyze the limits and conditions of applicability of citation-based indicators 
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at whatever level of aggregation: individuals, research groups, institutions, 
or nations.

6.2.1. Evaluation of Individual Scientists: 
From Citation Counting to the Hirsch Index

Early on in the political life of citation indexes, the citation score of in-
dividual scientists appeared a readily available candidate for the role of 
performance indicator. Yet since the beginning, this apparently straight-
forward measure met with some basic issues of validity for the simple 
reason that, despite the distributional justice mechanism inherent in the 
act of citing, when the page is turned upside down and the perspective 
of the cited item comes into focus, citations become goods as valuable as 
precious metals on the score of a similar property: rarity. It didn’t take too 
much, indeed, to realize that rarity is a structural property of the citation 
network seen from below. After the launching of the SCI, early statistical 
surveys revealed that the ratio between references processed each year and 
the number of unique items cited by those references was nearly constant 
and approximately equal to 1.7, a sort of “magical” number christened 
“Garfield’s constant” by its discoverer. Stated alternatively, in a single 
year, each paper was cited on average only 1.7 times, and 25 percent 
of the papers were never cited even once. Subsequent surveys basically 
confirmed the above trend, showing that, regardless of the exponential 
growth of scientific literature, the corresponding increase in the value of 
Garfield’s constant was minimal.38

As discussed in chapter 4, the average doesn’t tell a true story in bib-
liometric distributions because of their structural skewness: few docu-
ments are likely to live in the spotlight, while a much greater number are 
expected to fall into the spacious dustbin of the uncited. Far from being 
of merely theoretical interest, this marked inequality raises some funda-
mental questions of immediate practical value: How can a comparison 
among average or low citation scores improve the evaluation of individual 
scientists’ work? If the candidates, for instance, have not been publishing 
long enough to acquire a meaningful number of citations, are the differ-
ences statistically significant to the point of justifying the conclusions 
drawn with the help of citation analysis? To what extent can individual 
research productivity be correlated with the number of publications and 
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citations received? And to what extent do publication and citation rates 
depend on the particular subject area in which the candidate’s competence 
is exercised?

Garfield, although recognizing the ease with which citation data for in-
dividual researchers can be “misinterpreted or inadvertently manipulated 
for improper purposes,”39 maintains that, if properly handled, they can 
substantively support the evaluation process, supplying it with an objec-
tive measure of the usefulness of an individual scientist’s work to other 
scholars. Obviously, ISI-driven citation analysis is a fair evaluation tool 
in a given field only insofar as publication in scholarly journals is the 
field’s primary vehicle of communication. Comparative citation-based 
assessments, moreover, are meaningful only if “like” is compared with 
“like,” so that each scientist is first ranked with peers (the practitioners of 
the same specialty area), and then a relative comparison among rankings 
is carried out. Citation data are not intended to replace informed peer re-
view and, to be correctly interpreted, ought to be adjusted by taking into 
consideration the wide variability of citation practices across research 
fields and disciplines. In addition, a thorough examination of the content 
and context of citations is required for determining the exact position of 
the cited items in the communication network, so as to enable the evalu-
ator to answer the question, Who are the citers, and why did they cite a 
particular document?40

Perfectly aware of these caveats, scientometricians seek for a precise 
formulation of the conditions under which a theoretically informed com-
parative evaluation can be carried out. As expected, they are faced with 
several difficulties at each step and level of aggregation: individuals, 
groups, institutions, and countries. But it is with respect to the individual 
scientist that things become especially complicated, because of the am-
biguities inherent in the definition of objective evaluation standards and 
the irreparable damage that would otherwise result from an uncritical 
interpretation of bibliometric data. By way of an example, let’s take the 
simplest case of two applicants working in the same specialty area, under 
similar organizations and funding facilities, and writing papers on similar 
subjects in the same journals, who challenge each other in a competition 
for tenure or promotion. How large should their publication outputs be to 
obtain statistically reliable indicators? Which differences between cita-
tion scores should be considered significant with a certain probability, 
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and which amenable to mere chance? How can the comparative value 
of their work be assessed in quantitative terms if, due to a difference in 
age, they exhibit a different publication (and hence citation) score? And 
what if one boasts a better citation record simply by virtue of a single 
early publication, compared to which his or her recent work appears to be 
almost totally ignored? It is obvious that the use of crude citation counts, 
even though extended to the life work of both candidates, can lead to 
completely unreliable results, while a longitudinal approach seeking for 
(and comparing) trend variations in citation rates could be a more fruitful 
support to the qualitative evaluation of the publications’ content.41 Things 
get even harder if the simplifying hypothesis of an equal starting point is 
discarded and replaced by the case of applicants from various research 
fields who compete for recognition. A major source of problems is now 
from the same substantial cross-field variability of publication and cita-
tion cultures that undermines the evaluative potential of the journal IF. 
It obviously doesn’t suffice to count publications or citations and record 
their trends over four, ten, or more years; rather, a cross-field normaliza-
tion is necessary to determine how much a score is low, average, or high 
with respect to the scores of people working in different areas.

Normalization is usually attained by relating the citedness of a set of 
papers to a conventional standard that may be either relative or absolute. 
A relative standard is the citation score of a “control group” of papers 
allegedly similar to those under evaluation. An absolute standard is the 
expected number of citations per paper in the research (sub)field encom-
passing the papers under scrutiny. Relative comparisons, as suggested 
by Garfield, can take advantage of bibliometric mapping techniques, 
such as co-citation analysis or bibliographic coupling, in the selection 
of thematically similar papers. Yet the criterion for defining similarity 
necessarily entails a good deal of arbitrariness in the choice of the con-
trol group, thereby making quite impossible any cross-field evaluation.42 
Absolute comparisons, instead, put evaluation into a broader perspective 
in an effort to compare the actual citation score of a document with the 
ideal number of times it could have been cited. The computation of such 
expected citedness, clearly, takes different forms depending on whether 
one chooses to zoom in (a narrow research area) or out (large disciplinary 
conglomerates) on the shaky ground of science neighborhoods. In addi-
tion, as emphasized in section 6.1, it cannot help but rely on a plausible 
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classification of scientific documents into relatively stable cognitive units, 
a task accomplished, at simplest, by drawing on the bibliometric prop-
erties and classificatory compliance of the most familiar documentary 
units situated at a higher level of aggregation than the individual paper: 
scientific journals. Schubert and Braun, for example, introduced a relative 
citation rate indicator for papers published in the same journal that relates 
the number of citations actually settled on them to the mean citation rate 
of all papers appearing in that journal. Other important methodologies 
for relative and absolute comparisons between countries, institutions, and 
research groups, moreover, are reviewed in the next section. Sophisticated 
as they may be, though, there’s no room for absolute certainty in the re-
sulting output because the choice of the level of normalization and classi-
fication scheme inevitably injects some variability into the final ranking.43 

Without necessarily pointing to a generalized pyrrhonism in research 
evaluation—the no-judgment’s land where, being in the position to select 
the most appropriate normalization strategy for ranking highest among the 
peers, every researcher is basically the measure of himself or herself—the 
cross-field and cross-scale instability of citation rankings warns against 
any simplistic interpretation of ready-made league tables.

Science administrators do not usually take the time to carry out com-
plex calculations, nor do they linger over the subtle specifications that a 
complex standardization method would require. In a “conspiracy hunt-
ing” scenario, one could even speculate that their being satisfied with 
“quick and dirty” estimations of individual performance is the best way 
to keep local academic equilibria from too fine-knit networks of power-
constraining checkpoints. The universally blamed faults manifested by 
the journal IF when applied to research evaluation, however, pushes for 
the adoption of equally handy but hopefully less biased indicators of in-
dividual research achievement. A current candidate for such a role is the 
h-index proposed in 2005 by the physicist Jorge Hirsch.

In the spirit of Derek Price’s commitment to the elective affinities be-
tween quantity and quality, Hirsch’s measure is meant to provide a joint 
characterization of both productivity and cumulative research impact 
through a simple number that can be easily picked up by ISI (or similar 
citation-driven) databases and is defined as follows: a scientist has index 
h if h of the papers he or she has (co)authored have at least h citations 
each, while the rest have fewer than h citations each.44 A scientist with h 
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equal to fifty, for example, has contributed fifty papers with at least fifty 
citations each, while the remaining papers are cited fewer than fifty times 
each. A scientist with h equal to zero has published, at best, a heap of pa-
pers devoid of any impact on the formal level of citations. The subset of 
medium-highly cited papers bearing on the calculation of the h has been 
dubbed “h core” by Rousseau. Implicit in its definition is the insensitivity 
to extreme values, a sort of fail-safe device against the well-known trou-
bles induced by the structural skewness of bibliometric distributions. The 
author of many low-cited papers will get as weak an h-index as the one 
who publishes only a few “blockbusters,” the chance being real for both 
of them to increase their own h on condition that new citations breathe 
fresh life into past (or future) dormant papers. Enduring performance 
blessed by medium-high citation rates is thus rewarded at the expense of 
occasional exploits and less regular patterns of contribution. On top of all 
this, according to its inventor, the h value is a better predictor of future 
individual achievements than traditional indicators made up of total cita-
tion count, mean citations per paper, and number of papers.

The recent increase in interest in h-type indexes, exemplified by a 
2007 special issue entirely devoted to the subject in the neonate Journal 
of Informetrics (volume 1, issue 3), is worth recalling here not so much 
for the (still debatable) indicator’s practical value in research evaluation 
as for its being fairly representative of the bibliometric way of coming to 
grips with the whole set of theoretical opportunities hidden in a straight 
number; once again, an attitude quite compliant with Derek Price’s invita-
tion to “stretch the method to the full and examine critically any benefits 
which might thereby accrue.” Indeed, as with other performance indica-
tors and perhaps at an even greater pace, bibliometricians are covering 
the two highways leading off the plain Hirsch number. On the one hand, 
mathematically inspired researchers cope with a formal foundation of its 
properties by the same tools and assumptions used for modeling classic 
bibliometric distributions and growth/aging patterns of scientific literature 
in either a probabilistic or deterministic fashion: Poisson processes and 
the Gamma distribution (Burrell), Lotkaian informetrics (Egghe, Rous-
seau), and the Paretian family of probability distributions (Glänzel).45

On a parallel track, the ability of the new measure to discriminate 
between different levels of scientific performance, its advantages with 
respect to competing indicators of prominence, and its convergence with 
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independent appraisals of research quality are being investigated on em-
pirical grounds.46 The flexibility of the index has also encouraged its ex-
tension to entirely different target units, including topics and compounds, 
research groups, journals, and countries. The h of a topic or compound, 
for example, which is expected to provide an indication of its degree of 
“hotness,” is obtained by simply replacing the “author search” with a 
“topic or compound search” in the citation database and then applying the 
original definition to the results ranked by citation frequency.47 Yet the 
conceptual weaknesses of this umpteenth one-dimensional ranking tool 
have been easily identified.

First of all, h-values cannot exceed the number of a scientist’s publica-
tions and don’t decrease for those who give up publishing or don’t get 
citations from a certain point on, so young researchers are unfairly put at 
a disadvantage due to their relatively skimpy publication record, whereas 
scientists who have authored many papers in the past can increase their h 
even if intellectually retired in the present, simply resting on their laurels. 
This is why Hirsch’s seminal paper suggested also, as a first rough adjust-
ment, dividing h by the years of academic activity. For almost the same 
reason, the index is scarcely sensitive to significant variations in perfor-
mance levels, so a small corpus of highly cited, potentially outstanding 
papers might fail to receive an adequate visibility. H’s crude definition, 
moreover, overlooks the effects of factors notoriously influencing the sig-
nificance of individual citation scores, such as publication type and age, 
citation age, self-citation rate, and number of coauthors. Even worse, as 
repeatedly advocated by anti-bibliometricians and “advanced bibliometri-
cians” as well, publication and citation rates often vary considerably, not 
only across disciplines and research fields but also within a given research 
field, in relation to the subject area, thereby making extremely difficult 
the definition of a proper standard for comparative assessments. If to this 
is added the growing availability, over the last decade, of non-ISI online 
sources for citation grabbing (Scopus and Google Scholar above all), then 
the task of gaining a deeper insight into h’s power and range of applicabil-
ity appears even more challenging.

The above shortcomings are currently keeping scientometricians busy 
in the search for corrections, supplements, complements, or alternatives 
to the original formulation. On the whole, although giving the impression 
that it is just a matter of time until someone new wakes up in the morn-
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ing inspired by a fresh variant or an ad hoc corrective factor, the latest 
profusion of such creative efforts reinforces the conviction that Hirsch’s 
proposal incorporates some of the most desirable and long-overdue prop-
erties of an indicator of research performance:48

a.  A series of variations on the theme of improving h’s sensitivity to the 
number and quality of citations in the h-core—i.e., to high levels of 
citation performance—have taken as many forms as Egghe’s g-index; 
BiHui Jin’s A, R, and AR-indexes; Marek Kosmulski’s h(2)-index; 
Egghe and Rousseau’s (citation weighted) h

w
-index; Thomas Ander-

son and colleagues’ “tapered h-index”; and Qiang Wu’s w-index.
b.  Lutz Bornmann and colleagues’ b-index seeks to determine a field-

specific baseline or reference standard useful for marking off the most 
productive core of a scientist’s publication record, thereby facilitating 
the calculation of h-values more sensitive to world class excellence.

c.  Mark Sanderson’s h
mx 

is a simple correction for disparities in h-value 
registered across different databases (Web of Science, Scopus, Google 
Scholar).

d.  Pablo Batista and colleagues’ h
i
-index, Michael Schreiber’s h

m
-index, 

and Jin-Kun Wan and colleagues’ h
p
-index correct individual scores 

for the number of coauthors, while a further adjustment proposed by 
Schreiber formalizes the effect of self-citations.

The need for an adequate representation of the effects of time patterns 
and aging processes on research performance, already partially fulfilled 
by Jin’s AR-index, has been explicitly addressed by a number of authors 
along with the likewise thorny issue of comparing h-values for scientists 
active in areas ruled by different citation practices:

e.  Antonis Sidiropoulos and colleagues’ “contemporary” and “trend” h-
indexes refine the straight number of citations by taking into account, 
respectively, the publication year of an article and the age of each cita-
tion settled on it; their proposal has been taken up and further elabo-
rated by Chen’s team at Drexel University in view of developing an 
effective measure of the timeliness of the citation impact of scientific 
discoveries.
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f.  Jonas Lundberg’s citation z-score builds on the work of Leiden biblio-
metricians (see subsection 6.2.2) to attain a normalization of citation 
impact at the level of the individual publication, which is supposed 
to allow a better control over the variability of citation rates across 
research fields.

g.  Filippo Radicchi and colleagues’ “generalized” h-index corrects indi-
vidual articles’ citation rates for field variation by means of a reference 
standard defined as the average number of citations received by all 
articles published in the same year by the journals belonging to the 
same field (according to ISI subject categories).

h.  In order to single out significant variations in individual scientists’ 
citation patterns across different research domains, their h-’s rate of 
change over an extended period of time has been modeled through 
technical solutions as different as Liming Liang’s “h-index sequences 
and matrices,” Burrell’s “Hirsch rate,” Frances Ruane and Richard 
Tol’s “rational” h-index, and Egghe’s dynamic h-index.

i.  Juan Iglesias and Carlos Pecharromán introduce—and formally derive 
from exponential and power law models of citation distribution—a 
correction factor for h-values that accounts for both the number of 
papers published by each researcher and the world average number of 
citations per paper in his or her research field, as reported by ISI Es-
sential Science Indicators.

j.  Kalervo Järvelin and Olle Person’s DCI (Discounted Cumulated 
Impact)-Index seeks to enhance the measure’s sensitivity to both cita-
tion age (devaluing old citations with respect to more recent ones) and 
quality of citing articles in a Google-like fashion (more weight given 
to citations from highly cited publications).

k.  John Antonakis and Rafael Lalive’s IQP (Index of Quality and Pro-
ductivity) corrects straight citation counts for scholarly productivity, 
author’s academic age, and field-specific citation habits with reference 
to an expected citation rate, defined as the global number of citations a 
scholar’s work would receive if it were of average quality in its field.

As the next section discusses in greater detail, the problem of finding 
a suitable standard for the normalization and cross-field comparison of 
straight citation counts, far from being limited to individual comparisons, 
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is integral to any advanced bibliometric theory at whatever scale of analy-
sis. Crucial as it may seem, however, even the most out-and-out scientome-
trician couldn’t help but recognize that, in pursuit of true scientific quality, 
several indicators are needed in combination with an accurate peer review 
for detecting critical nuances in individual performance levels. No single 
number, indeed, can tell the whole story about research performance, inas-
much as, taken alone, it “crashes the multidimensional space of bibliomet-
rics into one single dimension.”49

6.2.2. Evaluations of Countries, Institutions, and 
Research Groups

A classic objection to citation-based evaluations of research performance 
is that the low probability of getting cited and the skewness of citation 
distribution irremediably compromise the significance of citation counts 
at the individual level. The simplest way to go around the obstacle, then, 
is choosing the evaluation unit at an aggregation level higher than the in-
dividual scientist: the research group, the institution (department, faculty, 
university), or the country. With all the necessary caution imposed on the 
analyst by the several traps scattered across the mathematically skewed 
universe depicted in chapter 4, there exists a widespread belief among 
bibliometricians that citation analysis applied to the corpus of publica-
tions (oeuvre) produced over a certain period of time by the members of 
a collective entity deals with a number of items large enough to allow, at 
least in principle, a fairly safe application of standard statistical tools.

Nowadays it is easy to compile hit parades of institutions and individual 
scientists ranked by publication or citation scores. Since 2001, the Web of 
Science portal has been equipped with an analytical tool called Essential 
Science Indicators, which draws upon citation data to rank scientists, insti-
tutions, countries, and journals in twenty-two predefined research fields. 
The most frequently cited scientists also make the best of themselves on 
the ISI HighlyCited.com website, where biographical and bibliographic 
records, as well as information on professional profiles, awards, honors, 
memberships, and past and present professional positions are available 
for each author. It takes just a few steps to discover how far any of us 
is from becoming a citation classic. Following a similar trend, academic 
rankings of world universities and champion leagues of research institu-
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tions have proliferated in recent years. Such compilations, though often 
welcomed by an increasingly market-oriented audience of science manag-
ers, nevertheless run the risk of making an out-of-context use of citation 
data against which militant bibliometricians have occasionally raised their 
voices.50 While gaining in statistical tractability, indeed, any evaluation 
exercise at the institutional level comes to grips with the fundamental 
issue of comparing output and impact data of research organizations 
with sharply dissimilar, if not incommensurable, organizational profiles, 
missions, managerial culture, financial resources, and research facilities. 
Finding a suitable standard for cross-country and cross-field comparisons 
and applying it to concrete situations is no less challenging here than in 
the evaluation of individuals, inasmuch as technical and methodological 
difficulties show up all over the place.

On the technical side, a well-known obstacle to the reliability of any 
SCI-based assessment stems from ISI citation databases being full of 
noise, which is amenable partly to random errors, such as misprints and 
spelling errors, incorrect attributions of papers to authors, and erroneous 
identification of journal titles (mainly on the score of the great variety 
of journal abbreviations), and partly to systematic errors dictated by ISI 
editorial policy. Typical random errors affecting large-scale studies are 
those produced by inaccurate or ambiguous attribution of publications 
to specific institutions through authors’ addresses. Many universities, for 
example, appear with variant names in the byline of the papers authored 
by their members without any proper unification taking place in the ci-
tation index; similarly, the allocation of distinct research groups to one 
main organization, as in the case of medical schools belonging to the 
same alma mater, is often missed.51 Systematic errors, in turn, depend 
on important peculiarities of the indexing process, notably 1) the limita-
tion of citation indexing to the first author in the case of multiauthored 
papers; 2) the decision, already mentioned above, to not provide unified 
citation counts for journals undergoing complex editorial changes; and 3) 
the criteria applied to the selection of source journals, which penalize, in 
the name of Bradford’s Law, peripheral scientific areas and specialized 
literature in non-English languages. Source selection criteria are regarded 
by many critics as a primary cause of systematic error, insofar as they do 
not adequately take into account the actual dynamics of scientific com-
munication and peer judgment in the various subject areas. Even more, 
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they are charged with paying too little attention to non–Anglo-American 
journals, non-English-language journals, and nonjournal materials, in 
particular conference proceedings, which provide a vital communication 
channel in engineering and computer sciences, and books, which, apart 
from being irreplaceable vectors of new findings in the social sciences and 
the humanities, play a substantial role in authoritative synthesis of ratified 
knowledge and techniques in many paper-centered scientific areas.

Bibliometricians maintain that both random and systematic errors can 
be minimized on condition that a preliminary careful work of cleaning, 
correction, and integration of the original ISI datafiles predisposes the 
system to accurate matching and to more context-sensitive appraisals of 
scientific output. A solution envisaged by leading scientometric agencies 
since the 1970s has been the creation of local databases and in-house 
software for storing and processing ISI citation data in view of their cor-
rection and enrichment with all pieces of information indispensable to 
fine-grained bibliometric analyses, including unified authors’ addresses, 
detailed citation data for the different types of articles (research articles, 
reviews, letters, etc.), normalized measures of impact, and citation data 
for ISI journals classified into scholarly subfields. Three outstanding ex-
amples of analytic versions of the SCI are the National Science Founda-
tion’s Science Literature Indicators Database, compiled for NSF by ipiQ 
(formerly CHI Research); the database of the ISSRU at the Library of the 
Hungarian Academy of Sciences; and the database of the CWTS at Le-
iden University. The CHI database is currently used by, among others, the 
U.S. National Science Board, for compiling the biennial Science Indicator 
Reports on science, engineering, and technology. The Hungarian datafile 
is the origin of Tibor Braun and colleagues’ pioneering work of design, 
systematic collection, and updating of a comprehensive set of publication 
output and citation impact indicators for cross-field and cross-country 
comparisons on a worldwide scale. Starting from a thirty-two-country 
comparative evaluation for the period 1976–1980, the project continued 
during the 1980s with a supplement of “facts and figures” issued under 
the World Flash on Basic Research series in the journal Scientometrics, 
and culminated in the Scientometric Datafiles, a comprehensive set of 
indicators on 2,646 journals and ninety-six countries in all major science 
fields and subfields for the five-year period 1981–1985.52 The Leiden 
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database, finally, is the main source for the “advanced bibliometric meth-
odology” developed by van Raan’s team and currently employed in Dutch 
scientometric studies focused primarily on European research groups and 
institutions.53

On the methodological side, the construction, application, and valida-
tion of citation-based indicators is the true challenge taken up by current 
bibliometricians and the Holy Grail sought by science policymakers. 
It is well known that bibliometric measures are inherently problematic 
and cannot be taken at face value. Citation distributions are notoriously 
skewed, and the average citedness of a research group, an institution, or a 
country, just like the IF of a journal, is decidedly influenced by the share 
of a few highly cited papers that, being subject to large annual variations, 
are hardly representative of “normal” performance levels. One could take 
the chance here of killing two birds with one stone and correct jointly for 
the size of scientific fields and the non-normality of citation scores, sim-
ply by shifting the focus from the total number of citations to the number 
of highly cited papers produced by the research unit under assessment; a 
solution that, at any rate, doesn’t exempt the analyst from delivering a pre-
liminary unbiased definition of the threshold value for the identification 
of highly cited papers as such.54 Theoretical weaknesses notwithstanding, 
however, it is generally agreed that for practical purposes, 1) skewed 
distributions can be equally informative of a collective unit’s research 
quality level only if the evaluation is carried out, on a large enough sample 
of bibliometric data, through a battery of carefully designed indicators; 
and 2) field-dependent publication and citation practices have to be taken 
into account before any comparative evaluation. Peer judgment, needless 
to say, still plays a pivotal role in the overall process, acting as both the 
high court judge and the indictee. As a judge, it secures the yardsticks 
for checking out the validity of bibliometric measures against external, 
strictly qualitative criteria; as an indictee, it ends up on trial each time its 
response disagrees with bibliometric scores, to such a degree that a re-
thinking of the entire assessment exercise might seem advisable. Different 
views, however, exist about how field-specific and reliable bibliometric 
measures ought to be defined, applied to complex real-life situations, and 
validated. Let’s take a closer look at the most authoritative research pro-
grams developed so far.
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a.  “Googling” citation networks: Pinski and Narin. In the mid-1970s, 
Pinski and Narin developed an advanced analytical technique that by-
passed the statistical and conceptual weaknesses of individual citation 
counts by focusing on the structural properties of citation networks. 
The “influence methodology” is a general scheme for pinpointing 
the position occupied in the network by any institutional aggregate 
of publications undergoing qualitative assessment, such as journals 
or collections of papers, referable to research fields and subfields, re-
search groups, institutions, and countries. Its practical value in science 
evaluation, however, is closely related to the statistical properties of the 
most firmly established point of contact between the intellectual and 
social organizational units of the sciences: scholarly journals. Indeed, 
a central assumption in the methodology is that, although individual 
article counts can vary considerably within a single journal, “aggregates 
of publications can be characterized by the influence measures of the 
journals in which they appear.”55 Traditional influence measures, such 
as total number of citations or Garfield’s IF, are unsatisfactory in many 
respects: total citation rates are size-dependent and cannot be ranked 
on an absolute scale, while journal IF doesn’t correct for article lengths 
(to review journals’ advantage), citation practices (to the detriment 
of fields with low citation density and slower literature aging), and 
quality of citations (to the detriment of journals cited by more pres-
tigious sources). To escape these pitfalls, the influence methodology 
introduced a major breakthrough in the form of a revolutionary journal 
ranking algorithm inspired by a basic principle of social networking: ci-
tations, just like social connections, are not all equal, their weight being 
adjustable as a function of the prestige of the citers, that is, of the abil-
ity of the citers themselves to attract citations from other highly cited 
sources. On this premise, assuming that journals do not change in size 
relative to each other and represent a constant subject area, the “influ-
ence weight” is defined as a size-independent measure of the weighted 
number of citations a journal receives—higher weights being given to 
citations from more highly cited journals—normalized by the number 
of references it gives to other journals. At the article level, accordingly, 
the “influence per publication” for a journal is defined as the weighted 
number of citations each of its articles receives from other journals. Of 
course, as noted elsewhere, every normalization of journal measures 



 Impact Factor and the Evaluation of Scientists 211

that aspires to be of practical utility in research evaluation has to come 
to grips with the fuzziness of research fields’ boundaries as reflected in 
the deforming mirror of journal literature. The influence methodology 
makes no exception, as “influence weights are meaningful only for 
subfields which are distinct or self contained with respect to the journal 
literature.”56 Applicative issues aside, Pinski and Narin’s algorithm, 
whose rationale had been foreshadowed by Manfred Kochen’s 1974 
book on information retrieval, didn’t enjoy much popularity for a long 
time, but the rediscovery of its value occurred punctually in connection 
with all subsequent attempts to normalize citation counts on the citing 
side and to implement iterative algorithms that take full advantage of 
the “qualitative” information hidden in citation networks’ structure: 
from Google’s celebrated PageRank to the Eigenfactor algorithm for 
journal ranking developed at the University of Washington, all the way 
to more recently proposed variants of the journal IF.57

b.  “Big science” bibliometrics: Martin and Irvine. A milestone in the 
history of evaluative bibliometrics is Ben Martin’s and John Irvine’s 
“methodology of converging partial indicators,” worked out in the late 
1970s, when both researchers joined the Big Science Project at the Sci-
ence Policy Research Unit (SPRU) in Brighton. The authors’ seminal 
1983 paper on basic research performance in four radio astronomy ob-
servatories paved the way for many subsequent institutional-oriented 
analyses. Its evaluative framework, focused on the basic scientific 
performance of groups annexed to large research facilities, such as 
radio telescopes and high-energy physics accelerators, appealed to a 
combination of several bibliometric and non-bibliometric indicators, 
including publication counts, citation analysis, and an extensive form 
of peer review fed by direct interviews with scientists.58 Whatever the 
indicator, obviously no absolute appraisal is allowed, but only relative 
or comparative ones. Most important, none of the measures ensures 
conclusive evidence on the relative contribution to scientific progress 
of a research unit; rather, each serves the purpose of building, at best, 
a partial indicator of scientific output or performance. Each measure, 
in fact, is affected by inescapable sources of errors. Publication counts, 
for example, are clearly limited in scope by the inequality of value of 
individual contributions (quantity doesn’t amount to quality); like-
wise, citation analysis is marred by the technical limitations of citation 



212 Chapter Six

indexes as well as by the ambiguous functions of citations in scientific 
communication. Peer review, in turn, suffers from the subjectivity of 
peer judgment, often diverted by social and political factors. Even so, 
if comparisons are drawn between similar research units—i.e., groups 
working in the same internationally homogeneous research fields, tak-
ing advantage of the same research facilities, publishing in the same 
peer reviewed international journals, and so on—and if convergent re-
sults turn up, then it can be safely assumed that the disturbing variables 
were minimized and bibliometric scores convey a reasonable estimate 
of the groups’ relative contribution to scientific progress.

c.  The Hungarian way. Scientometricians at the Hungarian Academy of 
Sciences devised, during the 1980s, a set of relative indicators of pub-
lication output and citation impact that allow, under certain conditions, 
cross-field comparisons among countries, research institutes, depart-
ments, and scientific societies in a mathematically sound fashion. The 
first attempt to test the applicability of the newly developed measures 
came in conjunction with a comprehensive statistical evaluation of the 
literature of analytical chemistry, a favorite piece of early post–World 
War II quantitative investigation of science.59 Provided the community 
under study has produced a large enough number of publications to 
enable a statistically robust treatment and a reliable error estimation, 
the indicators are defined as follows for countries:

 1.  The Activity Index (AI), characterizing the relative strength of a 
country’s effort in a given research field, is the ratio between the 
country’s share in the world’s publication output in the field and 
the country’s share in the world’s publication output in all science 
fields combined.

 2.  The Attractivity Index (AAI), qualifying the relative impact of a 
country in a field, is the ratio between the country’s share in cita-
tions attracted by publications in the field and the country’s share in 
citations attracted by publications in all science fields combined.

 3.  The Relative Citation Rate (RCR) is the ratio between a summation 
of observed values and a summation of expected values for all the 
papers published by a country in a given research field:

RCR � 
� Observed citation rate

 � Expected citation rate
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  The observed citation rate for a paper is simply the actual number of 
citations accrued to it, while the expected citation rate is the average ci-
tation rate of the journal in which that paper was published. As already 
emphasized, one conventional but critical assumption here is that jour-
nals are evenly distributed across scientific specialties. In Schubert and 
Braun’s words, this amounts to saying that science journals “encom-
pass definite research areas (frequently a single ‘paradigm’) and also a 
certain standard of quality is guaranteed by the editorial ‘gatekeeping’ 
process. Therefore, it seems justified to assign a set of papers to subject 
fields on the basis of the field classification of journals. Moreover, the 
average citation rate of the journal in which a paper was published is a 
valid standard to which its citation rate can be matched.”60

d.  Detecting excellence among research groups: The Leiden school. A 
fourth breeding ground for new ideas and practices in research evalu-
ation is van Raan and colleagues’ bibliometric research program at 
the CWTS of Leiden University. Unlike the Hungarian approach, the 
Leiden “advanced bibliometric methodology” disregards the analysis 
at the macro-level of the country, charged with being too generic to 
characterize research performance in a politically relevant fashion, and 
traces the roots of scientific excellence explicitly to the meso-level of 
the institution, notably the university and its operative units (faculties, 
departments, institutes), where small or large research groups find their 
natural habitat. The hallmark of scientific excellence, here as in the en-
tire SCI-centered tradition of evaluative bibliometrics, is international 
scientific influence or impact, which is a measurable aspect of scientific 
quality as long as two basic assumptions hold: 1) “scientists who have 
something important to say publish their findings vigorously in the 
open, international journal (serial) literature”;61 and 2) even though not 
necessarily vehicles of breakthrough or cutting-edge science, highly 
cited papers in the international scientific literature are “statistically 
valid proxy measures of academic scientific excellence.”62 Indicators 
range from the conventional (average) number of citations per publica-
tion and the percentage of noncited papers to more sophisticated ratios 
between local and global impact measures intended to control for some 
of the most critical variables affecting the validity of crude citation 
counts, namely type of article (research paper, review, letter, etc.), inci-
dence of self-citations, publishing years (with the corresponding annual 
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fluctuations in journal citation impact), and field-related differences in 
baseline levels of citation performance. Not all indicators, however, are 
equal or equally informative because their relative position is markedly 
unbalanced by the prominence of a “crown” number aimed to estimate 
the impact of the research group or institution on the international 
scientific community over a relatively long time period. For a corpus 
of publications by a given research group or institute, it is defined as 
the ratio between the average number of citations per publication (cor-
rected for self-citations) and a field-specific world average based on 
the citation rate of all papers appearing in all journals belonging to the 
same field in which the unit under evaluation has been publishing (in 
case of more than one field, a weighted average value is calculated). 
The world average defines, exactly as the expected citation rate did in 
the Hungarian methodology, a worldwide reference level whereby an 
estimate of how much the impact of a given local group is above or be-
low the international standard can be obtained. In further confirmation 
of the new indicator’s significance, a statistical analysis of the results 
from two large-scale evaluation studies covering, respectively, the pub-
lication and citation performance of all university chemistry research 
groups in the Netherlands during the period 1991–2000 and all medical 
research groups at Leiden university during the interval 1990–2001, 
supports van Raan’s claim that, despite the disruptive skewness of 
bibliometric distributions, conventional statistical tools keep preserv-
ing their validity at the chosen level of aggregation, insofar as, due to 
the magic of the central limit theorem, the distribution of values for the 
crown indicator and similar normalized measures is very close to nor-
mal. Hence “meaningful comparisons (benchmarking) between groups 
can be made in terms of reference values based on mean values and 
variances.”63

Within the orbit of the SPRU, J. Sylvan Katz has challenged the valid-
ity of performance indicators built, in the Hungarian or Leiden style, on 
the ratio between the impact exercised by the set of papers produced by 
a group or institution in a given field and the impact of all publications 
in the field. Such relative indicators, in fact, derive their alleged validity 
from the false assumption that the number of citations accrued to a collec-
tion of documents is independent of its size. Accurate data and improved 
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counting techniques show, on the contrary, that a power law relationship 
exists between the number of citations received by a group, institution, 
or nation and its publishing size, the exponent of the power law being 
relatively independent of the nationality and size of the science system 
under observation. Within certain limits, of course, size is an aspect of 
performance: successful research attracts funds and researchers, thereby 
triggering an expansion in the thematic richness (and potential impact) of 
a group’s research portfolio. But if the impact of a community increases 
as a power law of its publishing size, and if this sort of rich-get-richer or 
Matthew Effect is scale-independent—i.e., holding from the small size 
group to the world level—then larger citation impact is mostly a scale-de-
pendent effect integral to the self-similar system of science, and its mean-
ing as performance indicator approaches the status of an illusion. New 
indicators, therefore, ought to be developed that compensate for the size 
effects in comparative evaluations so as to make rewards proportional to 
size. It takes just a few steps, for example, to demonstrate that an adjusted 
relative citation impact (ARCI) of the kind proposed by Katz reshuffles 
the cards in world science hierarchies, removing the United States from 
the highest ranking in many fields.64

How sharply different outcomes can follow upon the application of 
competing methodologies to the same dataset is testified by the heated 
debate during the 1980s on the decline of British science, sparked off by 
a series of Martin’s and Irvine’s papers. Drawing on the National Science 
Foundation’s Science Literature Indicators Data-Base, compiled by CHI 
Research with SCI data, the two British authors and their colleagues em-
ployed cross-national publication and citation figures to support the claim 
that the trajectory of British science between 1973 and 1982 had registered 
a steady, long-term decline, with just a little slowing in the downward 
trend during the first half of the 1980s.65 Immediately afterward, other 
scientometricians tackled the same issue, resorting to alternative versions 
of ISI databases, each equipped with specific data cleaning techniques. 
Quite surprisingly, the conclusions they drew were completely different 
from Martin’s and Irvine’s. Relying on simple online searches of the ISI 
database, Leydesdorff found evidence for a relative stability of British 
science during the 1970s, followed by “a remarkable increase from 1981 
onwards.”66 Braun, Glänzel, and Schubert, simultaneously, exploited the 
Hungarian version of the SCI and, having tested a series of publication 
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productivity indicators, eventually dismissed both the previous verdicts, 
at least as far the early 1980s pattern of British science was concerned, 
on the ground that “the annual change of any of the indicators considered 
had no statistical significance, and no trend distinguishable from the ef-
fect of random fluctuations could be observed.”67 It soon became clear 
that, in trying to spot the same object through the glasses of similar tele-
scopes, each observer perceived fairly different details of the landscape 
due to mutually exclusive assumptions about the way raw data should be 
handled. It turned out, interestingly, that the generation of such contrast-
ing figures depended on critical choices about 1) using a fixed journal 
set or a dynamic set (reflecting annual changes in journal coverage) to 
define the world total and the national percentage shares of the world to-
tal; 2) computing annual publication totals on the basis of tape-years, i.e., 
the date a publication entered the SCI, or on the basis of the date it was 
published; 3) limiting, as CHI database did, countable output to specific 
publication types, namely research articles, notes, and reviews, or taking 
into account also letters, editorials, and other materials; and 4) adopting a 
fractional author (in this case country) count in the case of multiauthored 
papers or a full count assigning a full point to each country on the basis 
of institutional addresses. Each of the above choices is questionable, to 
a certain extent, on either empirical or theoretical grounds, and section 
7.3 demonstrates why this holds especially true in light of the complex 
issue of multiauthorship. It is not surprising, therefore, that the Hungarian 
attempt to test multiple time-series of indicators obtained from different 
combinations of the foregoing assumptions met further methodological 
objections by Martin and Irvine, thereby leaving to posterity any conclu-
sive judgment on the initial question: Did British science experience a real 
decline during the 1980s?68

On the eve of the British science affair, a serious methodological 
scrutiny of Martin’s and Irvine’s work had already animated the August 
1985 issue of Social Studies of Science, involving scholars from a variety 
of professional backgrounds. Charged with writing up the conclusions 
and the possible moral of the story, Michael Moravcsik advocated the 
multidimensional nature of scientific and technological systems and the 
consequent need to clarify, before any evaluation exercise, such vital 
factors as the goals and the specific subset of the science and technology 
system that is the object of the analysis; the uses to which the results of 
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the evaluation will be put; the appropriate set of indicators addressing 
the system’s components; and the way to measure them and to interpret 
the measures, along with the limitations inherent in such measures. What 
the debate ultimately reaffirmed is the impossibility of obtaining fixed 
and unambiguous rankings out of a complex set of variables. At best, 
concluded Moravcsik, a study based on these premises “does not give a 
methodology for assessment. Instead, it gives a methodology for finding 
a methodology for assessment.”69

6.3. CITATIONS OF PATENTS BETWEEN 
SCIENCE, TECHNOLOGY, AND LAW

The realization that knowledge plays an important role in the economy 
is not a recent discovery. In the last decade of the twentieth century, 
however, gaining momentum from the revolution in information and 
communication technologies brought about by the Internet and the 
World Wide Web, it came to the surface with unprecedented strength. 
Its concrete manifestations were interpreted, accordingly, as signs of the 
emergence of a new system, a global and “knowledge-based” economy, 
wherein critical business competition is exercised not only, as in the past 
centuries, through the control of natural resources, commodity markets, 
and low-cost manpower, but also, if not primarily, through the production, 
distribution, and deployment of investable intellectual capital.

Different views exist about the validity of the very construct of knowl-
edge-based economy, ranging from critical arguments on its rhetorical 
status of “umbrella concept” or “buzzword” to attempts at making ana-
lytically distinguishable and measurable the knowledge-base dimension 
of the economy against the background of the complex dynamics taking 
place in modern, self-organizing social systems.70 It can hardly be denied, 
in any case, that knowledge-driven innovation is now integral to the com-
mercial success of firms, and that a strategic asset to many businesses is 
the ability to create, or simply to trace and absorb, commercially valuable 
ideas. At the forefront of corporate value creation and shareholder wealth, 
therefore, one is not surprised to find the main artifact designed to meet 
the twofold paradoxical requirement of stimulating innovation while in-
hibiting diffusion though intellectual property restrictions: patents.
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A patent is a legal document issued by a governmental agency that, in 
exchange for the public disclosure of the technical details of an invention, 
grants the inventor, or any person or organization to whom the inventor’s 
prerogatives have been transferred, the monopoly on its production and 
commercial exploitation. The right holds, as long as certain fees are paid, 
within the boundaries of the issuing agency’s country. U.S. patents, by 
way of illustration, are granted by the United States Patent and Trademark 
Office (USPTO) for a period of time that begins at the date of issue and 
ends twenty years from the date the application was filed. Since most 
inventions are, in large part, enhancements built upon previous objects or 
techniques, the ultimate verification of patentability calls for an in-depth 
analysis of the invention’s technical specifications by a skilled examiner. 
Prior art disclosed in scientific literature and in earlier subject-related 
patents is especially relevant to the examination process insofar as the 
occurrence of a similar idea or invention, anywhere and at any prior time, 
is the basis for the final judgment on either accepting or rejecting the ap-
plicant’s claims.

A typical U.S. patent is composed of three basic sections:

1.  A title page, containing bibliographic data and practical information 
useful to identify the document unambiguously: title, abstract, classifi-
cation number, name and address of both the inventor and the assignee, 
date, application number, and patent number. When a U.S. patent is 
granted, the title page also contains a list of bibliographic references 
supplied by the patent examiner; they are the building blocks of most 
patent citation analyses.

2.  The description of the invention, explaining how to make and use 
it. This includes drawings, technical specifications, and, scattered 
throughout the text, the references to prior relevant literature supplied 
by the inventor.

3.  The claims defining the scope or boundaries of the patent, that is, the 
specific features of the invention for which legal protection is being 
requested. Possible patent infringements are checked against the state-
ments made here.

In drafting sections 2 and 3, the contribution of a patent attorney is 
often crucial. Choosing the right words in the right places is a basic 
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prerequisite for successful patent applications, and even if many science 
analysts think the same holds true for scientific discourse construction, 
here this basic rule of the game is overtly acknowledged at the outset. It is 
worth noting that only a small fraction of research output is ever patented; 
public domain technologies and company or trade secrets like Coca-Cola 
are not. Hence patents are just a partial clue to technological innovation. 
To be patentable, moreover, an invention must be novel, nontrivial, and 
commercially exploitable, and checking for compliance with such requi-
sites, and above all with that of novelty, is not easy. In fact, the mix of 
technical and juridical jargon resulting from the multilevel job at the ori-
gin of most patents, the non-word character of many patent specifications 
(drawings, diagrams, formulas), and the strategy intentionally followed 
by some companies not to use descriptive words that would be obvious to 
a researcher in their field so as to limit potentially fraudulent uses, pose 
serious problems to the patent searcher striving to verify the originality of 
an invention. If the language barrier to comprehensive searches and the 
limits of both the international and the national classification schemes are 
also taken into account, the reason why patent searches are usually carried 
out by expert consultants on commercial, added-value databases, like the 
ISI-Thompson Derwent Innovations Index, can easily be grasped.

Patents are tough to manage, not only because of the intrinsic diver-
sity in scope, structure, language, and publication history from journal 
papers, but also because the extent of their content’s dependence on 
scientific knowledge, bearing on the basic issue of the relationships be-
tween technology and science, is one of the most controversial topics in 
science studies. At the most basic level, one could rely on commonsense 
and argue that, unlike journal papers, a patent does not create or aspire to 
creating new knowledge, but deploys an already existing set of notions 
and techniques to assemble a new object satisfying certain requirements 
of social usefulness and industrial reproducibility. Such a clear distinc-
tion is plausible and familiar to many people. It is stumbled upon, for 
example, in science popularizations or in educational projects, beginning 
with primary schools, whose methodology in teaching scientific concepts 
makes full use of practical examples drawn from everyday life objects that 
are supposed to “incorporate” those concepts. Carried to the extreme, this 
line of reasoning assumes a linear relationship among the three domains: 
economic development depends on innovative technologies that, in turn, 
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build on scientific knowledge. Or, in the reverse: scientists do research 
and elaborate theories tested against empirical evidence; the results are 
communicated to a wider audience and then increasingly codified as man-
uals and higher education programs; the corpus of acquired theoretical 
knowledge is manipulated by the inventor to obtain a patentable device 
or technique; and the invention, once it has been manufactured on a large 
scale, is put on the market and thus contributes to economic advancement. 
This pattern essentially reduces technology to applied science. It can be 
contrasted with the theory, referable to Aristotle, that depicts science and 
technology as two radically different forms of knowledge: the first purely 
speculative and curiosity-driven, and the second of a practical nature and 
motivated by strict socioeconomic interests.

The history of science shows extensively that both the commonsense 
and the Aristotelian views are oversimplified and completely misleading 
models of the complex of intimate relationships existing among science, 
technology, and economy. They neglect, for example, that there are (or 
have been) technologies capable of developing almost independently of 
speculative knowledge; that many sectors of modern science incorporate, 
from the very first steps of empirical data collection and recording, a 
strong technological component (think of high-energy physics experi-
ments); and that science is no less sensitive than technology to social and 
economic influences in the selection of its research goals. What bibliomet-
rics is asked for, in the above scenario, is not the empirical foundation of a 
speculative theory on science/technology relationships, but the provision 
of factual evidence, still to be confronted with evidence of diverse origins, 
on the opportunity to extend to technological documents the same analyti-
cal techniques applied to scientific literature both for quality assessment 
purposes and for mapping the formal connections between scientific and 
technological research areas.

Patents, like many other human artifacts, have long been of interest 
to economists concerned with the output of scientific and technological 
research and its correlation with standard indicators of economic perfor-
mance, such as the Gross Domestic Product.71 Indicators based on output 
measures, however, are of limited use for the assessment of the actual 
value of patented inventions: simply counting and classifying patents 
doesn’t tell anything about the weight of each patent’s contribution to 
economic and technological advancement. So, following the same trajec-
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tory of scientific performance indicators, traditional econometric statistics 
based on output measures were supplemented, at a certain point, by patent 
citation analysis. To be accomplished at best, such extension should have 
been driven by a catalyst for raw data harvesting comparable to the SCI, 
with patents as source documents instead of scientific papers. The initial 
lack of a standard tool, by contrast, caused patent citation analysis to split 
its empirical base into different local datafiles occasionally growing out 
of the two parallel, seemingly unrelated research traditions of bibliomet-
rics and econometrics: the former’s initial input came from information 
retrieval, but soon found its way to an evaluative arena firmly rooted in 
the long-established conceptual and methodological framework of scien-
tometrics, whereas the latter simply took for granted what many biblio-
metricians still consider a puzzle to be solved, namely the significance of 
citations as quality indicators.

The idea to use citations as an aid to effective patent searches alterna-
tive (or complementary) to subject-based classification codes was circu-
lating among American patent attorneys as early as the 1940s. A decade 
later it was put into concrete form by Garfield who, inspired by a proposal 
of Arthur H. Seidel, tested a patent citation index to 4,000 chemical pat-
ents in 1957. Its official version, published in the 1964 and 1965 editions 
of the SCI, included as sources all U.S. patents, but was soon dropped for 
lack of financial support. Anyway, it demonstrated the feasibility of the 
project on a large scale.72 At almost the same time, Phyllis Reisner, at the 
IBM Research Division, tested a machine-readable citation index to pat-
ents as a tool for monitoring the performance of classification systems.73 
Somewhat predictably, it turned out that, in connecting patents, just as 
in connecting papers, citations had far more to say than the sheer subject 
affinity exploitable for retrieval purposes. After Merton, Price, and Gar-
field, they incorporated some form of use and endorsement of the cited 
document: a patent B citing an earlier patent A is likely to build upon its 
scientific and technological content; inversely, the citation of a patent A 
by many subsequent patents B, C, D, . . . indicates that A has probably set 
the ground for many subsequent inventions or, as economists are wont to 
say, has generated significant “technological spillovers.” Hence restoring 
the network of patent citations opened a window on the promised land 
of (technological) research evaluation. Once again, the bibliographic 
mission of citations found itself deeply interlocked with the critical task 
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of supplying quantitative evidence of a complex character in matters of 
impact, quality, and knowledge diffusion.

Early experiments on patent citation networks, dating back to the 
mid-1970s, were performed by Charles Oppenheim’s team on samples 
of U.S. patents. They exploited Garfield’s historiographs to identify 
key patents in well-defined subject areas.74 A formal recognition of the 
evaluative potential of patent citations came from major U.S. govern-
ment agencies: the Office of Technology Assessment and Forecast’s 
1976 report suggested interpreting the number of citations accrued to 
a patent as an index of its technological significance. In the same vein, 
the National Science Foundation sponsored a study, carried out by CHI 
Research in the late 1970s, to consider whether patent citations should 
be added to the bulk of science indicators in the national Science Indica-
tors series (having obtained positive results, the addition actually took 
place, and the reports were renamed Science and Engineering Reports). 
Ever since, the interest in patent citation analysis has flourished, receiv-
ing further impetus during the 1980s, when large-scale computerized 
patent data became increasingly available for automatic processing. At 
that time, both the bibliometric and econometric citation crunching ma-
chines mentioned above were definitively set in motion, each sustained 
by the creation of unique U.S. patent databases with added-value citation 
data. Narin’s team at CHI Research systematically extended the core of 
bibliometric techniques to technology indicator construction and, taking 
additional advantage of ISI citation data, delved into the thorny issue of 
the relationships between technology and science; on a parallel route, 
inspired by Simon Kuznets’s visionary proposals and Jacob Schmook-
ler’s pioneering use of patent statistics in the 1960s, Adam Jaffe’s and 
Manuel Trajtenberg’s research group carried on the work initiated by the 
Harvard economist Zvi Griliches under the National Bureau of Economic 
Research Program, employing patent citations to quantify the market 
“value” of patents and the flows of technological knowledge at the heart 
of the complex dynamics of economic growth.

The statistical analysis and classification of patent citation data is cur-
rently being used to design a wide range of indicators of technological 
prominence and diffusion. Some hot research areas can be summarized 
under four main headings:75
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1.  Knowledge diffusion. A lot of attention has been devoted to the ge-
ography of knowledge spillovers, seeking to build bibliometric maps 
of knowledge transfer processes between technological fields, institu-
tions, and countries. One notable finding here is the local character of 
many patent citation patterns. Citations to domestic patents are more 
likely to be domestic, coming preferably from patents of the same state 
and metropolitan area; the inventor’s citations, in particular, are com-
paratively more parochial than the examiners’ ones. Though the effect 
fades with time, international borders seem to present a persistent bar-
rier to spillovers.76

2.  Technology and science. A classic topic in patent bibliometrics is 
the multiple lines of knitting between scientific and technological lit-
erature: patent-to-paper citations, along with patent-to-patent citations, 
are the clue to tracing knowledge transfer processes from science (in 
particular from university-related basic research) to technology, from 
technology to technology, and from the defense to the civil fields. The 
share of patent-to-paper citations, specifically, is deemed worth com-
puting, as it supposedly allows estimating the extent to which, build-
ing upon cutting edge science, technology keeps pace with the latest 
developments in basic research.77

3.  Evaluation studies. A good deal of studies build on patent citation 
counts to carry out the comparative evaluation of firms’, institutions’, 
and countries’ competitiveness and technological power according 
to their citation-weighted patent stocks. Much work of this kind has 
been performed, on behalf of government agencies, by Narin and 
colleagues.78 As in journal-based citation analysis, the number of cita-
tions accrued to a set of patents over a given time span is assumed to 
be an indicator of technological impact/quality, while the median age 
of the referenced patents is used to estimate the speed of innovation. 
Of course, as the reader might expect after the discussion in section 
6.2, any evaluation exercise requires a normalization against a proper 
standard, and any standard is built upon a series of nontrivial assump-
tions about the classification of the units composing the domain under 
evaluation (whether scientific disciplines or industry groups).

4.  Business intelligence. In a business intelligence perspective, the pat-
ent citation score is used to establish the value of patent portfolios for 
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licensing purposes or to select publicly traded companies for inclu-
sion in a stock market portfolio. The underlying assumption is that a 
company whose portfolio contains highly cited and science-intensive 
patents is likely to be generating leading-edge technologies and to 
strengthen its market position, causing investors to look favorably at 
its stock. Critical developments here, dating back to the 1990s, still 
revolve around Narin’s work, which has found its natural way to a 
patented method based on bibliometric indicators for choosing a stock 
portfolio called Tech-Lin.79

Each history, of course, has a counter-history questioning its assump-
tions, and the strong commitment to economics inherent in patent citation 
analysis makes even more critical here than in journal-based bibliometrics 
the issues of validity naturally arising from the foregoing research lines. 
Do patent citations actually measure what they are supposed to measure 
in the dynamics of technological innovation? What are the differences 
between patent and journal paper citations, and what kinds of information 
are hidden in patent citation networks?

Journal papers and patents have been found to behave similarly in 
many respects. Narin has supplied a good deal of evidence in support 
of the thesis that, in high-tech and fast-moving areas, there is a striking 
similarity between the referencing cycles of scientific articles and those of 
patents; that is to say, the amount of time it takes for scientific articles to 
cite earlier articles is almost the same as that observed for patents citing 
earlier patents and for patents citing earlier scientific articles. This might 
be interpreted in terms of convergence of basic research and technological 
innovation research processes, as manifested by the material overlapping 
of the two activities. “The inventor,” notes Narin with regard to biotech-
nology, “works in the university or the government lab in the morning 
in the United States, and he works at or consults with a private company 
in the afternoon, and the time lag between his academic research and his 
private inventive activity is lunch!”80 Patents and research papers are also 
similar in three other important respects: the tendency to cite more quickly 
and heavily documents belonging to the same country of origin, the in-
herent diversity of citation patterns across fields (a patent in electronics, 
for example, cites on average a higher number of recent documents than 
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a patent in naval technologies), and the skewness of citation distribution. 
Regarding the last point, just like scientific papers, and with similar ef-
fects on any would-be mathematical framework for scientometric assess-
ment, patents have been found enmeshed in scale-free citation networks 
governed by a power law distribution that imposes an uneven allocation 
of symbolic wealth among units of supposedly different caliber. In each 
applicative area, then, there are a limited number of frequently cited pat-
ents, which take the lion’s share in the knowledge diffusion process and 
are concomitantly held in higher esteem by experts, surrounded by a much 
higher number of patents whose impact almost disappears into thin air.81

In spite of the above affinities, if the bibliographic structure is taken into 
account, patents and journal papers differ strongly, thereby suggesting the 
necessity to be extremely cautious in generalizing standard bibliometric 
techniques to patent literature.82 Patent references, unlike those from pa-
pers, are the result of a social process involving at least three actors with 
different perspectives and quite incomparable interests. The inventor, in 
the first place, supplies the raw materials in the form of descriptions, draw-
ings, and technical specifications along with a personal version of which 
bibliographic references are worth including. Concomitantly, the patent 
attorney or agent, by virtue of extensive legal skills, assists the inventor 
in drafting the text and choosing suitable bibliographic references for the 
application to be successful. Finally the patent examiner, under an official 
mandate, conducts a supplemental literature search to verify and expand 
upon the bibliographic background with references that the inventor has 
overlooked or willingly ignored. Their scope is to delimit or disallow the 
applicant’s claims for the invention’s novelty and usefulness. The hetero-
geneity of origins and goals of bibliographic references inevitably bears 
upon the quality of bibliometric analysis. The inventor’s citations, usually 
scattered in the text of the patent specification, are expected to document 
the theoretical and technological background of the invention. More real-
istically, they simply make visible what the inventor, motivated primarily 
by the wish to stress the novelty of the proposal, endeavors to present as 
a theoretical or technological foundation. Thus their function, like that of 
many academic citations, is rhetorical, at least to a certain degree. The 
examiner’s citations, on the other hand, are in principle devoid of rhetorical 
or hidden motivations. Under the hypothesis that the examination process 
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is being conducted carefully and impartially, they should allow assessing 
the “objective” technological relevance of the patent.

Upon closer inspection, however, the supposed higher usefulness of the 
patent examiner’s citations rests on shaky ground. In the United States, for 
instance, where the provision of bibliographic references to document the 
state of the art is mandatory for the inventor, many of the examiner’s refer-
ences to earlier patents or scientific papers are identical to those supplied 
by the inventor, who endeavors to anticipate any objection of inadequate 
bibliographic coverage by citing even the minimally relevant pieces of 
prior art. The examiner’s search report has consequently a broader scope 
than mere patentability, being more similar to a legally obliged archival 
reconstruction of the (bibliographic)-historical context of the invention. 
As such, it probably says very little about the true channels of influence 
and intellectual spillovers. That’s one of the reasons why bibliometri-
cians markedly disagree about the value of examiners’ citations, which 
are sometimes regarded as inappropriate and misleading, to the point of 
suggesting their exclusion from the analysis and their replacement with 
citations from the applicant, whose reasons to cite more closely resemble 
those of the authors of scientific articles.83

As in classic citation analysis, the entire building of patent citation 
analysis rests on the assumption that a highly cited patent contains a 
technological innovation of particularly high impact/quality/importance. 
One of the main concerns of early patent citation analysts, accordingly, 
has been to validate the equivalence quality = citation impact against 
external criteria, above all the opinion of experts on the technical im-
portance of the cited invention.84 To some extent, such equivalence is 
undeniably marred as much by the inefficiency of the patent examination 
system as by our ignorance of the roles played by bibliographic citations 
in the construction of the scientific and technological discourse at the 
individual level. But if, here as in journal-centric bibliometrics, citations 
are taken collectively instead of individually, the trust in the validity of 
their statistical analysis shifts abruptly. Punctually, then, the argument 
shows up again that, although the uniformity and transparency of patent 
citation data and their mechanical adherence to the Mertonian paradigm 
can’t reasonably be asserted at the individual level, “in large aggregates 
the idiosyncratic is overwhelmed, and the overall nature of the aggregate 
dominates.”85
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Citation statistics are widely used, in a science policy perspective, to build 
indicators of scientific performance. Whether we like it or not, despite all 
precautionary caveats and fine-grained methodological warnings issued 
by number-makers, the end-consumer, be it the lonely digital-bookworm 
going through a list of retrieved hits ranked by citation frequency or the 
university tenure and promotion committee assessing a candidate’s impact 
on the field of study, will inevitably attach a rude qualitative meaning to 
the typical final product, the unidimensional ranking (of articles, authors, 
universities, countries): those who rank first are qualitatively better than 
the rest because they contribute more to the advancement of knowledge. 
A further dramatic, albeit qualified, endorsement of this principle came 
in December 2006 from the UK Higher Education Funding Council 
(HEFCE) with the announcement that, upon completion of the 2008 Re-
search Assessment Exercise (RAE), a new horizon for university research 
evaluation and funding will be opened up by the adoption of an entirely 
different, hopefully more efficient and cost-effective rating system ruled 
by bibliometric criteria. Two preliminary reports on the feasibility and 
methodological prerequisites of this shift, prepared by, respectively, 
Evidence Ltd. on behalf of Universities UK and the Leiden CWTS on 
behalf of HEFCE, don’t leave much room for uncertainties: although 
recognizing the caveats originating from forty years of debates on cita-
tion analysis, specifically the impossibility of a uniform approach to data 
management coupled with the challenge issued by the choice of a precise 
level of normalization for citation counts across heterogeneous subject 
domains, the former clearly designates “citations per paper” as “a central 
quality index” for the new system, at least as far as science, engineering, 
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and technology subjects are primarily concerned, while the latter places 
the long-running Dutch expertise in constructing, testing, and implement-
ing advanced “source expanded” (i.e., beyond ISI coverage) bibliometric 
indicators at the RAE new course’s service.1

As soon as one begins to explore the set of questions raised by the 
bibliometric view of the world, however, it immediately becomes clear 
that the concept of quality of a scientific or technical publication is just 
as elusive as that of influence encountered in chapter 5. Citation analysis, 
in turn, redoubles the elusiveness by establishing a direct genealogical 
relationship between quality and influence. Modern science places value 
on scientific work on the score of its being essential for further work to 
be successfully accomplished, so if citations, at least in the aggregate, in-
dicate the impact of previous literature on current research, and if impact 
is a good operational measure of the influence exercised by that litera-
ture, then the more a document is influential, the higher its quality. But 
does citation impact capture a true manifestation of quality? Is the set of 
properties distinguishing a piece of scientific work that possesses quality 
to a certain degree from those that possess it to a lesser degree, or do not 
possess it at all, so closely linked to the formal act of citing? Let’s take 
an extreme example.

Even though no one would disagree that Einstein’s papers on special 
and general relativity represent a touchstone for quality assessment, it can 
hardly be denied that their theoretical commitment, their unique capability 
of rethinking space and time in such a way as to disclose a new world that 
was already there, form just but one of the many possible embodiments 
of good science: quality is measured, in this case, more against the ability 
of scientific discourse to reshape human understanding of physical reality, 
than against the ordinary scenario of scientists pursuing minimal research 
objectives within the boundaries of a shared conceptual framework (a 
paradigm). In a sense, one could even be satisfied with the rarity of such 
epochal breakthroughs because, if they were the norm, very few certain-
ties would actually exist, and science would live in a state of permanent 
and radical conceptual revolution. But if exceptional scientific break-
throughs are mostly associated with the historical occurrences of genius, 
then it might be construed that, during a normal state of affairs, scientific 
quality is a matter of comparison among, as Newton would say, “dwarfs” 
standing on the shoulders of (and paving the way for) “giants.” Hence one 
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might rightfully wonder how short dwarfs actually are and what kind of 
quality, if any, is exhibited by the work of nonrevolutionary researchers 
ordinarily contending for tenure, promotion, or funding. Underlying these 
questions, however, other more fundamental questions of epistemologi-
cal nature are at stake: Does science advance only on the spur of super-
talented people’s brainwaves, or do the micro-transformations brought 
about by the apparently less significant work of average researchers play 
a role as well? Can citation analysis detect qualitative differences among 
the relative contributions of researchers engaged in ordinary tasks? Bib-
liometrics is perhaps too narrow a perspective on science for tackling all 
these questions, but let’s examine in more detail what kind of evidence 
it does produce on scientific quality, starting from the atomic level of the 
individual act of citing.

7.1. REASONS TO CITE: 
DO THEY REALLY MATTER?

Is it worthwhile counting, analyzing, and comparing citation scores? 
What does a bibliographic citation say? What kind of link does it establish 
between citing and cited papers? How does its significance vary in rela-
tion to the text surrounding it? Above all, when do authors cite, and why? 
Bibliometricians have constantly been aware that there are many more 
reasons to cite than merely settling an intellectual account.2 Tracking them 
systematically within selected samples of authors and texts became, start-
ing in the mid-1970s, a major task on the research agenda, in the convic-
tion that encompassing the variability of citation styles and practices into 
a plausible framework was the first step toward a comprehensive theory 
of citation. Such a theory would, in turn, place citation-based bibliometric 
indicators on more firm theoretical grounds.3

Thanks to Merton, Price, Garfield, and Small, the conceptual founda-
tions of citation analysis were laid down between the 1960s and the 1970s. 
Merton had linked the scientists’ referencing behavior to a professional 
“etiquette”; Price had shown how to apply mathematical reasoning to the 
patterns of intersection deriving from a multitude of individual acts of cit-
ing; and Garfield and Small had turned citations into the building blocks 
of a specialized symbolic language decipherable through citation indexes. 



246 Chapter Seven

Sociologists and information scientists, however, remained unsatisfied 
with the abstractedness of Merton’s norms and the positivistic attitude 
of citation analysts toward the structure of scientific communications, 
feeling it more and more urgent to reach a deeper understanding of the 
citation process through live examples of scientific practice. Such an ef-
fort took three main directions, focusing, respectively, on the psychology 
of the citer and the self-reported identification of citing motivations by 
the authors themselves (citations as a private process); the interrelation-
ship between citations and the text invoking their occurrence (citations 
as textual devices); and the comparison of private processes and formal 
communications with true samples of scientific practice or, stated alterna-
tively, the comparison of what texts and authors say (and cite) with what 
they actually do at the lab bench.

7.1.1. What Scientists Say 

An apparently straightforward way to investigate citation behavior is ask-
ing the authors themselves why they cite. Citations, after all, are private 
acts, and direct questioning can highlight strategies and motivations lurk-
ing behind the overt dialogue with past literature enacted in published 
reports of scientific practice. So, by way of illustration, having surveyed 
twenty chemists at the Central Research Institute for Chemistry of the 
Hungarian Academy of the Sciences, Peter Vinkler found that Mertonian 
rules were basically complied with, since authors cited predominantly for 
documentary reasons.4 But elsewhere things went quite differently, and it 
would be fundamentally wrong to draw general conclusions from experi-
ments performed in such a wide variety of disciplinary and institutional 
settings; empirical evidence, once and for all, is not additive.

There is little doubt that, if two authors were in a position to add cita-
tions to exactly the same paper before submitting it for publication, they 
would hardly cite the same sources, but how different their choices would 
be depends on too many variables to be estimable with a reasonable de-
gree of accuracy. Experiments of this kind, nonetheless, were performed 
by Eugene Garfield in the 1960s and Blaise Cronin in 1981. The latter 
submitted an unpublished experimental paper, stripped of all biblio-
graphic references, to a sample of British psychologists, asking them to 
supply the bibliographic notes. The outcome revealed a considerable lack 
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of unanimity about the number and location of references they felt neces-
sary to back up each argument.5 It might even be construed that the set 
of authors cited and re-cited by a scientist throughout an oeuvre—what 
White has dubbed “citation identity”—is as distinctive as fingerprints in 
characterizing the scientist’s research style, that is, the way he or she, 
driven by the perceived relevance of cited works, lets the bibliographic 
universe speak in unison with that oeuvre so as to publicize the intellec-
tual context surrounding its growth.6

Interestingly enough, when scientists are asked to account for refer-
encing behavior, they do not seem to feel the need of explaining their 
choices by appealing to optimal criteria or universal rules of good con-
duct. Terrence Brooks, for instance, recorded the reasons for citing given 
by twenty-six scholars of various disciplinary extraction at the University 
of Iowa. The answers were distributed along seven motivational scales, 
ranging from the Mertonian credit-giving to the rhetorical desire to per-
suade the audience. Surprisingly, persuasiveness ranked as a dominant 
motivation, a somewhat curious result if one considers that philosophers 
and science historians have often spent tons of erudition demonstrating 
that, at least since the scientific revolution of the sixteenth century, dis-
simulated rhetorical skills have played a crucial role in the establishment 
of the modern art of reasoning.7 Does the degree of philosophical and 
historical awareness of current authors or their post hoc rationalizations 
affect the self-reporting of the reasons to cite? To what reasonable extent 
might we expect that, asking authors to self-assess their citing prefer-
ences, they will tell them exactly as they are? And what about their grasp 
of the proposed scales: Does the variability in responses reflect true dif-
ferences in the behavior of the respondents or simply the differences in 
their interpretation of the proposed motivations?

Experiments addressing the epidermal layer of citation behaviors, that 
is, the nature of the judgments made by authors about the works they cite, 
have been carried out, since the 1980s, by several authors, including the 
following:8

1.  Chandra Prabha, with members of a Department of Business Admin-
istration

2.  Mengxiong Liu, with Chinese physicists
3.  William Shadish and colleagues, with psychologists



248 Chapter Seven

4.  Donald Case and Georgann Higgins, with scholars in communications 
studies

5.  Marylin White and Peiling Wang, with agricultural economists
6.  Rong Tang and Martin Safer, with biologists and psychologists

Numbers 1 and 2 showed that the number and choice of specific cited 
references were not as critical for the surveyed authors as they are for cita-
tion analysts; in the second study, specifically, the number of references 
seemed well correlated with authors’ use of an institutional library, while 
the choice of a particular reference appeared significantly influenced by 
the desire to strengthen a knowledge claim or by the prestige attached to 
the cited paper/author. Numbers 3 and 4 pointed out one important aspect 
relative to the way highly cited papers are perceived, namely that they 
need not be exceedingly creative works, their appreciation often being 
associated with the status of exemplar references, concept markers, or 
simply review papers. White and Wang’s results in number 5, although 
reestablishing the importance of internal, strictly cognitive motivations 
for citing, highlighted also the possible “noncognitive” reasons behind the 
decision not to cite: documents judged too old, too specific, or simply too 
difficult to obtain. In number 6, finally, Tang and Safer deliver evidence 
to the effect that, though self-citations and citees whom the citing author 
has a close relationship with are treated somewhat “emotionally,” the 
choice and physical allocation of references are weighted mostly through 
a rational, rule-based process, so that strong predictors of author-rated 
citation importance can be found by a closer inspection and categorization 
of textual variables, including the number of times a reference is cited, the 
length of the cited reference, the depth of its treatment in the text, and the 
specific section of the article in which it is located.

When self-reports are compared with evidence from the text itself, a gap 
between the two occasionally emerges, as documented by Leydesdorff 
and Amsterdamska’s 1990 study in which 239 authors, who had cited one 
of four most highly cited biochemistry papers published by a research 
group of the University of Amsterdam, were asked to qualify their citing 
perspective both from a theoretical (reasons to cite, scientific evaluation 
of the cited work) and a social (personal link with cited authors) point 
of view. In a significant percentage, the reported motivations for citing 
didn’t correspond with the specific use of cited references actually made 
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in the citing text. Self-reports, indeed, tended to underestimate the cited 
papers’ substantive role in drawing particular conclusions or in setting 
forth specific knowledge claims. The authors consequently suggested that 
“reported motives and the subjective reasons given by authors for their 
citing should be distinguished from the various cognitive functions which 
citations play in argumentation presented in scientific articles.”9

7.1.2. What Texts Say

Instead of pretending to step inside the author’s mind, the text itself can be 
dissected in the hope of inferring the use and function of a cited reference 
from the context surrounding it and the conceptual content of the citing 
passage. In principle, this shortcut can reveal which aspects of the cited 
paper attracted the attention of the citer and why, thus allowing a skilled 
examiner to assess whether a particular reference was truly needed for the 
completion of the citing work. In a classic 1975 paper, using references 
from a single journal, in a single specialty of a single branch of science, 
and in a narrow time period, Moravcsik and Murugesan performed a con-
text analysis on a sample of thirty high-energy physics papers published in 
the Physical Review between 1968 and 1972. Their findings cast serious 
doubt on the usefulness of citation counts in influence tracing and quality 
control: 41 percent of the references were perfunctory, not truly needed for 
the understanding of the citing paper, nor did the cited documents appear 
indispensable for the working out of its content; 31 percent of the refer-
ences were redundant, making the same point as previous references and 
added perhaps to “make everyone happy” in view of priority disputations. 
Anybody—concluded the authors—could increase his or her own citation 
score by writing mediocre publishable papers on “hot” topics that would 
subsequently get perfunctory citations.10 Chubin and Moitra integrated the 
Moravcsik-Murugesan’s scheme with three further variables: the form of 
the paper (letter or full-length article), the type of research (experimental 
or theoretical work), and the research outlet (three American journals and 
one Dutch journal). Their content analysis of references in forty-three 
high-energy physics papers yielded some interesting insights into physi-
cists’ citation habits, such as, for example, that positive citations are much 
more frequent than negative ones, that irrelevant or subsidiary citations 
are less common in letters than in full-length articles, and that letters are 
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cited more quickly and more extensively than the corresponding full-
length version, although, in the long run, it is the latter that advance the 
discipline, turning into certified knowledge and continuing to live, at best, 
a life rich in citations. In addition, they found a lower global percentage of 
perfunctory citations than in Moravcsik and Murugesan’s experiment and 
claimed that the observed regularities pointed to “the operation of certain 
norms” in citation behavior.11

Many subsequent authors added to this tradition. Their findings convey 
further evidence that evidence itself in citation studies is a truly complex 
matter. Susan Cozzens, for example, confronted the patterns of use of two 
papers from the fields of neuropharmacology and sociology of science. 
She found that references to the former, unlike those to the latter, changed 
markedly over time, shifting gradually from an in-depth concern with the 
details of the results, the experimental procedures, and even the peripheral 
knowledge claims, to a standardized endorsement of the source paper’s 
main knowledge claim. A similar prevalence of standardized use emerged 
from Oppenheim and Renn’s analysis of the reasons why twenty-three 
highly cited old papers in the field of physics and physical chemistry con-
tinued to be cited: in 40 percent of the cases, they were purely historical 
reasons. Oppenheim’s team also performed a two-stage citation content 
analysis of the classic 1953 Watson and Crick paper disclosing the struc-
ture of DNA. In line with the previous findings, they discovered that the 
percentage of authors citing that landmark paper for historical reasons 
increased over time, while an increasingly lower number of citing papers 
invoked it to obtain specific information, data, and methodologies.12

Content and context analysis were, in the eyes of early bibliometricians, 
nothing more than necessary steps toward increasingly refined indicators 
of scientific performance. Once upon a time, simple output measures, 
such as the number of scientists and publications, dominated the stage; 
then, with the advent of the SCI, those primordial measures were over-
shadowed by citation impact; finally, the evaluative meaning of citation 
scores could be further enhanced by sifting out the relevant citations from 
the mess of perfunctory or subsidiary ones. In the long run, however, this 
kind of micro-analytic approach generated a paradox: if citations are the 
building blocks of a highly structured language for the transmission and 
manipulation of scientific concepts (Garfield, Small), taken individually 
and projected onto the background of the texts calling them in, they betray 
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a variety of meanings hardly consistent with the trust placed in the useful-
ness of their counting for quality assessment purposes.

As early as the mid-1960s, the suspicion had already arisen that, con-
trary to Merton’s belief, only occasionally do citation practices comply 
with the mission of awarding credits and peer recognition to colleagues 
and predecessors. “How often,” wondered Norman Kaplan in 1965, “are 
the works of others cited without having been read carefully? How often 
are citations simply lifted from the bibliography in someone else’s work 
without either reading or giving credit to the man who did the original 
search of the literature? How often are citations tacked on after the paper 
is completed as an afterthought and window dressing?”13 The misuses 
can be of several types and encompass a variety of intermediate degrees 
of “dishonesty”: a good scientist can generously give out credits to a 
colleague’s publication for repaying extra-scientific debts or simply for 
professing institutional modesty; conversely, a mediocre scientist may 
wish to transfer partially or totally the responsibility for errors or omis-
sions to the “authoritative” referenced sources, while a dishonest scientist 
can under-cite or cite “en passant” an unpublished work of a colleague 
upon which he or she has built a successful publication. In such a case, 
being footnoted would be too little of a reward for the defrauded colleague 
if compared to the lost opportunity of scoring a major point in the publica-
tion game. At any rate, inasmuch as bibliographic citations can be impre-
cisely, incompletely, or even deceitfully allotted, the rules of their produc-
tion and circulation appear to be far more loose than Merton taught.

One might go even further and assert that if a method does exist in 
the apparent madness of citation behavior, it is at the level of discourse 
construction. Citations embed the cited document into an argument. By 
placing the source in the argument, they make the point that there is no 
need to argue again for the adequacy of the cited materials, which is as-
sumed to be already accomplished in the original study. Thus they work, 
at least to a certain extent, as rhetorical devices whose final purpose is 
perfectly in tune with the formal organization of journal papers in the 
current scientific communication system: to persuade the scientific com-
munity of the validity (novelty, importance, truth) of the author’s theses. 
Citations’ meaning, accordingly, vary with the function of the texts (and 
contexts) calling them in: “The [cited] materials themselves, the uses to 
which they can be put, and the relations between an existing result and a 
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new one,” argued Jerome Ravetz in 1971, “are as complex as the history 
of a solved problem. The material may be crucial, or merely incidental 
in the argument; it may have been central to the first formulation of the 
problem, or merely a late addition; and it may have been used as it was 
published or required extensive re-working. In all these dimensions, there 
is a continuous and complex scale from complete dependence to near 
independence.”14

7.1.3. Comparing What Scientists and 
Texts Say with What Scientists Do

Asking scientists about their inner mental processes or letting texts speak 
on their behalf led to quite similar conclusions about the weakness of the 
ties connecting citations to the norms of scientific behavior. When such 
weakness was carried to the extreme, citations lost any duty as carriers 
of peer recognition and were left to the mercy of the authors’ will. Along 
this path it is not surprising that, at least since the mid-1970s, they started 
to show up on the research agenda of the more critical and constructivist 
trends in contemporary sociology of science, including Pierre Bourdieu’s 
project to “trap Homo Academicus, supreme classifier, in the net of his 
own classifications,”15 the “strong program” of the Edinburgh school 
(David Bloor, Barry Barnes), the empirical relativist program of the Bath 
group (Harry Collins, Trevor Pinch), ethnomethodology (Harold Garfin-
kel, Bruno Latour, Steve Woolgar, Karin Knorr-Cetina), and the actor-
network theory (Latour, Callon). From within different social theories, 
these authors set out to demonstrate, through historical case studies or live 
recordings of laboratory life, that the “black box” of science, before which 
Merton had stopped without attempting to open it, contains little more 
than a mirror reflecting the warped picture of the scientists themselves, 
rather than a faithful image of the external world.

By comparing what scientists actually do and say in the laboratory 
with what scientists write and say they have done in official reports, 
constructivist sociologists have sought to demolish the myth of the labo-
ratory as a workshop for the generation and packaging of the absolute, 
neutral, and disinterested truth. The main outcome of that comparison is 
the unbridgeable gap supposedly existing between the register of formal 
accountings—the politically correct journal paper—and that of everyday 
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research practice. In the former, the physical world seems to act and speak 
by itself, the style is impersonal, the presentation of materials and meth-
ods is stylized in generic formulations drawn from current textbooks, and 
any allusion to the dependency of observations on theoretical speculation 
is obscured. The latter, inversely, is the realm of pure contingency, where 
the choice, processing, and completion of relevant tasks is made possible 
by the application of practical skills drawn from an entire repertoire of 
“tricks of the trade,” escaping any form of official encoding, let alone 
the final report in a journal paper. The Dictionary of Useful Research 
Phrases, stumbled across by Nigel Gilbert and Michael Mulkay during 
their frequentation of biochemical laboratories, exemplifies the distance 
between the two universes in a playfully extreme fashion: Where the 
formal register says “It has long been known that . . . ,” it was perhaps 
originally meant, “I haven’t bothered to look up the references”; a phrase 
like “Typical results are shown . . .” is a respectable substitute for “The 
best results are shown”; likewise, to say “of great theoretical and practi-
cal importance . . .” is a paper-compliant substitute for the more utilitar-
ian “interesting to me”; and the concessive introductory clause “While it 
has not been possible to provide definite answers to these questions . . .” 
replaces the more prosaic “The experiment didn’t work out, but I figured 
I could at least get a publication out of it.”16

A classical way to handle these fouls in the game of science is to keep 
conceptually distinct the informal stratum—the context of discovery—
from its final consolidation in logically interconnected pieces of discourse 
to be narrated—the context of justification—and to maintain that the two 
strata jointly contribute to shape the scientific method ending up recon-
ciled in the journal paper, which forms a communication device fully 
functional to the advancement of knowledge. “All this confusion among 
the way research is conducted, the way manuscripts are idealized, and the 
way articles are finally written,” admits William Garvey, “certainly seems 
strange to the outsider. But the combination of these three processes has 
been an enduring method of reporting scientific ideas and observations 
because it has proven very successful in leading scientists to conduct new 
research which further explains the ideas and extends the observations 
described in the article. And, of course, the reporting of this new research 
follows anew the same pattern. Somewhere embedded in this process is 
the basis of the extraordinary forward progress of science.”17 Scientific 
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articles, reasserts Jack Meadows, “are as carefully constructed as any 
archaeological artefact: they reflect the requirements of the contemporary 
scientific community, changing as it changes.”18

Constructivists, on their part, cast a dark shadow on the fairness of the 
entire communication process. It is not only the fact that, as already pointed 
out by Peter Medawar in 1963, the scientific paper is “fraudulent” since 
it gives “a totally misleading narrative of the processes of thought that go 
into the making of scientific discoveries.”19 Even more deceitfully, the 
transition from laboratory experience to the formal account of empirical 
data is marked by extensive textual adjustments intended to “make things 
work” in one way or another. Scarcely anyone will notice the trick as 
long as the formal organization of the scientific paper resembles a perfect 
crime scene, where the gray zones of scientific discourse are brightened 
up by the deceitful transparency of evidence-based argumentation. What 
happens afterward, whether the paper’s knowledge claims will be ratified 
or dismissed by the community of peers, and whether its authors are go-
ing to be fairly rewarded for true or alleged merits, is largely a matter of 
“military” strategy and informal bargaining carried out in the spirit of the 
clique. Laboratory life, accordingly, is a mere production and circulation 
of inscriptions, enunciations, and texts, materials that, to a considerable 
extent, embellish the reality they are supposed to mirror, narrating things 
not as they actually occurred, but as they should have occurred if the ideal 
norms of scientific activity were put into action.

A closer look in a “constructivist style” at the structure of the modern 
experimental report will help illustrate how rhetoric is dissembled by the 
well-polished architecture of the finished product. Let’s take a typical 
research article in a biomedical journal. It is organized in five standard 
sections:

1.  Introduction. Provides a rationale for the results by discussing the 
state of the art through a concise literature review, which culminates 
in the question to be answered. In John Swales’s classical terms, the 
basic rhetorical moves of a typical research article’s introduction are 
establishing the territory, summarizing its history, showing a gap, and 
introducing the solution that is going to fill the gap.20 Many cited refer-
ences congregate here, never to be summoned again significantly in the 
course of the argument. The relative strengths and weaknesses of the 
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cited works, when explicitly addressed, are discussed in a prevailingly 
tactful fashion.

2.  Methodology. Illustrates the methodology employed in data collection 
and processing. Unlike what happens in a doctoral dissertation, the 
choice does not need to be defended, and its impersonal unfolding is 
exactly what marks the gap with laboratory life: experimental results 
are publicized here as the mechanical product of the experimenters’ 
interaction with nature mediated by an unobtrusive sequence of stan-
dard procedures.

3.  Results. Reports the salient research findings through a considerable 
amount of factual information arranged in a logical sequence and typi-
cally reorganized in tables and figures.

4.  Discussion and conclusion. Delves into the interpretation of the ex-
perimental data in light of the literature review performed in the first 
section, so as to corroborate or contest previous findings. In one way 
or another, data turn out to be always significant, otherwise the paper 
would hardly get published, but a certain amount of rhetorical skill is 
lavished to temper the appreciation of the article’s strong points with 
statements addressing the limitations of the study design and the room 
for further inquiry.

5.  Bibliography. The polite list of titles cited in the various sections is 
finally presented; lined up in a sort of martial arrangement, they seem 
all equal, but the textual location where each reference has been sum-
moned up—the most powerful being those in the introduction—and 
the specific task accomplished in the argument by each cited source 
let a hierarchy arise. Some references turn out more equal than others 
on account of their stronger propensity to comply with the article’s 
rhetorical endgame.

With the advent of citation indexes, the bibliographic section, upon 
whose optical recognition the ISI has built its fortunes, experienced a 
dramatic increase in popularity along with a further push toward stan-
dardization. The price of fame, however, was hardly negligible in terms 
of homologation and loss of documentary power. The subjection of bib-
liographic references compilation to the rigorous editorial standards of 
international style manuals, introduced between the end of the nineteenth 
and the beginning of the twentieth centuries and gradually implemented 
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by journal publishers worldwide (Harvard Style, MLA Style, Vancouver 
Style, APA Style), accelerated the transition from the extensive use of 
commented references in foot- or endnotes to a more impersonal style, 
where a list of full references at the end of the manuscript is combined 
with abbreviated pointers to the list entries scattered throughout the text 
(a number in parentheses for the Vancouver Style, an abbreviated “author-
date” notation for the Harvard Style). Such a transition was technically 
congenial to the capture and automatic processing of bibliographic re-
cords, but its underground scope, in constructivists’ opinion, was much 
more momentous than sheer machine-readability insofar as it turned into 
one of the most effective strategies implemented by journal publishers 
and editorial boards to mark papers with the hallmarks of scientific ob-
jectivity.21

The exclusion of discursive notes, in particular, has been extremely ef-
fective in the homologation of citations, which is a prelude to the two main 
bad side effects of a totalizing empiricist epistemology: first, to obscure 
parallel or alternative lines of discussion while sacrificing every research 
path irregularity to the linearity of the central claims; second, to prevent the 
author (and the reader) from better qualifying or contextualizing the use of 
cited sources, thereby flattening the text on the primary function of report-
ing “facts” and “information,” in the naïve conviction that language is a 
plain instrument used to transfer objective knowledge from the author’s 
to the reader’s mind. A “neutralized” text of this kind has little or nothing 
to say on the sociocognitive dynamics preceding the final publication and 
says even less about the strategies employed by the authors to bring into 
line the initial research hypothesis with the empirical data. Rather, it nar-
rates a cleverly arranged fairy tale. It is the tale of an empty and receptive 
mind, the scientist’s, into which data flow spontaneously from laboratory 
sensorial experiences and experiments, growing into elementary obser-
vations. Elementary observations are eventually condensed into simple 
propositions, each describing an elementary state of the world, whose 
combination yields complex propositions useful to confirm or disprove 
an existing theory. The twentieth-century philosophy of science, from 
Bertrand Russell and Karl Popper onward, would demolish such a fic-
tional picture of the process of scientific discovery along with the genuine 
inductive logic it ratifies, demonstrating that there is no place in scientific 
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research for neutral observation, just as there is no laboratory experiment 
without a set of hypotheses and theoretical expectations that condition not 
only the methodological choices and the gathering of empirical data, but 
also the way final results are weighed and evaluated. The role of biblio-
graphic citations in the foregoing scenario appears sharply at variance with 
that advocated by Garfield, Merton, and Small: citations do not incorporate 
relatively stable concept symbols but social transactions; their mission is 
not to acknowledge intellectual debts but to inhibit criticisms, to overcome 
opponents with the weight of authority, to persuade the peer audience of 
the validity of a thesis by listing all of the author’s potential allies. “A pa-
per that does not have references,” asserts Latour, “is like a child without 
an escort walking at night in a big city it does not know.”22

7.1.4. Counting the Uncountable: 
Bibliometric Models of Citation Practices

In a sense, the constructivist perspective on citation practices is not to 
be disdained, inasmuch as, by dint of digging into the hidden stratum 
of scientists’ court etiquette, it provides an antidote against any indis-
criminate, uncritical trust in the unobtrusiveness of citation data. Citation, 
as Cronin pointed out in 1984, “needs to be thought of as a process” 
whose outcomes, the unidimensional lists of bibliographic references 
attached to scholarly papers, “reflect authors’ personalities and profes-
sional milieux.”23 Plunged into individual idiosyncrasies, however, cita-
tions become irremediably elusive, multidimensional objects, dwelling 
at the crossroads of distinct and mutually conflicting systems, basically 
polarized around the social reward system of institutionalized disciplines 
and the rhetorical-linguistic system of text dressing up.24 To escape the 
traps set by the micro-level of analysis, bibliometricians and information 
scientists have traveled over two parallel avenues, heading for opposite 
attitudes toward citation behavior: on the negative side, to completely 
reject the utility and even feasibility of a theory of citation rooted in the 
phenomenology of citing behavior; on the positive side, to keep on pursu-
ing mathematical models sustained by carefully designed empirical tests 
aimed at quantifying the relative weights exercised by factors of different 
nature on citation rates.
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1.  No theory at all. Paul Wouters has insisted on the fundamental differ-
ence between references (perspective of the citing authors) and cita-
tions (perspective of the cited authors) to argue for the impossibility 
of a theory of citation resting on the study of reference behavior. The 
invention of citation indexes made it possible to treat citations as hav-
ing a life of their own in the context of indicator theories rooted in par-
ticular representations of science. The two levels of analysis pursued 
by citation and reference analysis have consequently drifted apart to 
such a degree that the only way to capture citation meaning is to work 
at the top level of the indicator theories themselves, to establish a gen-
eral theory explaining how they can be related to one another.25 Less 
diplomatically, van Raan has simply dismissed the recurrent quest for 
a citation theory on empirical and statistical grounds: even though indi-
vidual referencing behavior is somewhat whimsical, it can’t reasonably 
be maintained that researchers refer to earlier work in a completely ar-
bitrary fashion. What is more, citation analysis deals with highly cited 
papers or with large numbers of citations to the oeuvres of research 
groups; hence, its focus is on the statistical regularities emerging from 
the aggregation of many individual citing acts. “Citation analysis,” 
concludes van Raan echoing Price, “is at the ‘thermodynamic side’ 
. . . the individual characteristics of the citers are interesting, but the 
distributions-functions of these characteristics are the make-up of that 
part of the world which is relevant to bibliometric analysis.”26

2.  Bits of mathematical and evidence-based explanations of the citation 
process. Citations either occur or they do not, and the actual number 
of them eventually accruing to an article in any given counting period 
is the result of so many unrelated factors that stochastic modeling has 
been conveniently pursued, just as in any other source/items relation-
ships, to elucidate the structure of the entire process. Schubert and Glän-
zel, for example, have adapted to citations the same dynamic Waring 
model based on a stochastic birth process previously tested on author 
productivity patterns, while Burrell has been developing since 2001 a 
stochastic model of citations in the presence of obsolescence that takes 
advantage of the same mixtures of nonhomogeneous Poisson processes 
applied to the description of the other informetric processes reviewed 
in chapter 4.27 On a parallel track, many studies have been published, 
from the early 1980s onward, featuring variously refined mathemati-
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cal models that typically rely on some sort of regression analysis in 
order to estimate the best predictors of papers’ citation scores on the 
basis of “internal” (textual) and “external” (social reputation, journal 
outlet, etc.) criteria applied to selected samples of scientific literature. 
In a forerunner 1983 paper, John Stewart tried to determine whether 
citations accrued, three years after publication, to a set of geosciences 
articles mostly related to plate tectonics were better explained by article 
characteristics, including length, number of references, and relevance 
to the research area, or by author characteristics, including institutional 
prestige, professional age, and previous productivity. Though admit-
ting the impossibility of calculating the unique contributions of specific 
variables to the overall variance in citation rates, he found that article 
characteristics were the strongest predictors.28 About fifteen years later, 
Baldi extended Stewart’s approach by adding variables for the measur-
able properties of the citing articles besides those of the cited articles, 
which he considered a “dyadic” approach more in tune with Small’s 
theory of citation than Stewart’s. In his “network-analytic” model, the 
characteristics of potentially citing and potentially cited papers influ-
encing the probability of citation are embedded in three distinct sets of 
variables intended to formalize, respectively, the normative reasons to 
cite, such as content endorsement or perceived quality; the constructiv-
ist reasons to cite, such as cited authors’ prestige; and an additional 
group of control variables addressing the factors likely to influence 
the occurrence of a citation between two articles, such as article’s 
size or journal’s visibility. The potentially cited article’s theoretical 
content, for instance, is measured by a variable indicating the presence 
or absence of claims for having made a unique theoretical contribu-
tion, while its empirical content is operationalized by the number of 
quantitative tables and graphs per page; concomitantly, the potentially 
cited author’s eminence is approximated by the author’s citation score 
in the year prior to the article’s publication year, whereas the existence 
of social ties between potentially citing and potentially cited authors is 
encoded by a variable expressing whether they ever worked at the same 
institution or received their Ph.D. from the same graduate department. 
Tested on a sample of articles on celestial masers, the model revealed 
that “the intellectual content of citing and cited articles is particularly 
important for a citation to occur.”29



260 Chapter Seven

To sharpen our understanding of the influence exercised by social 
closeness on citation behavior, some authors have relied on combinations 
of bibliometric and sociological tools, such as social network analysis,30 
while others have followed a track similar to Stewart and Baldi’s in the 
search for predictors of citation success mostly at the formal level of 
authors’, texts’, or journals’ bibliometric regularities, thereby reaching 
sometimes similar, sometimes sharply diverse conclusions from within 
difficult-to-compare experimental and mathematical settings. By way 
of illustration, the best or at least some significant predictors of citation 
scores have been identified, from time to time, including the following:31

a.  authors’ productivity rates in chemical engineering, the most prolific 
authors appearing to be also the most likely to attract future citations;

b.  citation records of first authors in crime-psychology;
c.  first author eminence, journal prestige, article length, and number and 

timeliness of references in social and personality psychology;
d.  prestige ranking of the publishing journals and the number of refer-

ences per article in sociology;
e.  ISI impact factor and the average citation rates of the publishing jour-

nals in the areas, respectively, of emergency medicine and manage-
ment;

f.  quality ratings of individual articles by journals’ editors and editorial 
boards in marketing research;

g.  textual and graphical elements, including readability of the abstract, 
number of uncommon words, and number of references, figures, 
tables, and graphs in two subsets of medical and high-energy phys-
ics papers dealing, respectively, with Burkitt’s lymphoma and Heavy 
Quark Potential;

h.  ratings of clinical relevance by practicing professionals in clinical 
medicine;

i.  typology and geographical focus of research design as well as rela-
tive standing of the journal outlet in demography, where empirical 
research on developed countries published in core, English-language 
journals takes the lead in the chance for citations;

j.  authors’ professional standing in ecology;
k.  study design and size of the P-value, i.e., the number supposedly express-

ing the statistical significance of a reported outcome, in psychiatry;
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l.  the computer-oriented nature of the content in librarianship (with re-
gard to a set of research papers published in 1975 by 39 librarianship 
journals); and

m.  number of claims and cited patents in biotechnology patents.

None of the studies documenting the above correlations—the reader is 
strongly advised to become familiar with the details of each specific data 
handling and modeling assumption before trusting any reported conclu-
sion as a plus or minus of evidence in favor of or contrary to the norma-
tive theory—can purposefully claim to represent the cornerstone of the 
experimental design for citation studies everywhere, at all times, and for 
all disciplines. Moreover, for a component like journal impact factor or 
cited author prestige, being in the position to explain a significant portion 
of the variance in citation rates doesn’t tell an ultimate truth about the na-
ture of the citation itself: Did the citers choose to reference that particular 
paper by a socially prominent scientist or publish in a high impact jour-
nal because of the “showcase effect” and the consequent rhetorical gain 
granted by either condition or, on the contrary, because socially prominent 
scientists and highly cited journals are more likely the source of relevant, 
cutting-edge, and hence intrinsically more citable research findings? An 
answer to this and similar questions, if possible at all, would certainly 
require a widening of the bibliometric perspective to embrace aspects of 
the intellectual content of published papers that cannot be operationalized 
in a multiple regression equation just as easily as journal ranking, authors’ 
academic affiliations, number of references, and so on.

What experimental reports suggest, however, is that the exasperation of 
constructivist theses lies outside the range of bibliometrics and perhaps of 
any realistic understanding of science as well. It can hardly be denied, in 
fact, that a set of standards does operate to orient science toward a com-
prehension of natural and social phenomena substantially different from 
that of art or literature: their being flexible and socially negotiated, neither 
universal nor eternal, and their being unfaithfully reflected by the formal 
communication system of science don’t necessarily entail the absolute ne-
gation of their existence. Whatever the actual behavior of scientists, stan-
dards supply a conventional benchmark and a set of expectations against 
which deviations can be measured from time to time. That is one of the 
reasons why, before undertaking a conversation with a constructivist, 
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Belver Griffith used to prescribe a heavy dose of Mertonian normativism: 
“Take two Mertons,” he recommended, “and see me in the morning.”32

7.2. BETWEEN GIANTS AND DWARFS: 
CITATION ANALYSIS AND THE STRATIFICATION 

OF SCIENTIFIC COMMUNITIES

Were it to be taken too seriously by a totalitarian bibliometric mind, the 
stark inequality in productivity/citation rates among scientists uncovered 
by countless empirical studies and canonized by bibliometric laws would 
almost inevitably raise the suspicion that scientific life is marked by an 
astounding waste of energy: a flock of poorly talented, nearly invisible 
“Mr. Nothings” that absorbs vast organizational and financial resources 
despite its being inexorably cut out of the pasture of scientific eminence. 
What, if any, is its place in the economy of knowledge?

In a much-debated 1972 article, Jonathan Cole and Stephen Cole dis-
missed the theory, ascribed to the Spanish philosopher José Ortega y Gas-
set and named after him “the Ortega hypothesis,” that the advancement 
of science rests on the humble and obscure work of a host of mediocre 
researchers who, by their unostentatious drudgery, prepare the ground for 
the eminent scientist, the man of genius. The citation practices of a sample 
of American academic physicists demonstrated, instead, that top scien-
tists, namely those who produce highly cited publications, cite in their 
best papers mainly contributions of other top scientists, whose eminence 
is confirmed, in turn, by high citation scores and by additional, nonbib-
liometric kinds of evidence, such as being included in Cattell’s American 
Men of Science, working in top-ranked departments, and winning honor-
ific awards. Thus, in the stratified social system of science, progress is 
hardly the outcome of a democratic division of labor among intellectual 
workers. Rather, it is built upon the contributions of a relatively small 
scientific elite.33

Similar conclusions were reached, in the early 1980s, by other authors 
embarking on citation studies in the fields of criminology, American soci-
ology, and Dutch physics,34 but the subsequent debate questioned both the 
assumptions and the methodology of the Coles’ findings. Quite predict-
ably, the main assumption at stake was that scientists’ citation practices 
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generally abide by Mertonian rules; hence, bibliographic citations are 
roughly valid indicators of cognitive influences. Barbara MacRoberts 
and Michael MacRoberts completely rejected this premise, claiming that 
bibliographies are nothing but a faulty mirror of the actual connections 
between authors and documents, to such a degree that citation analysis 
affords a completely misleading picture of scientific communication dy-
namics. The key points of their argument are much the same as the criti-
cisms of the normative theory of citing set forth in section 7.1, and can be 
summarized as follows:35

1.  What citations fail to say about influences. As David Edge had already 
argued in two classic anti-citationist papers, bibliographic citations 
do not account for the tacit knowledge dimension placed underneath 
the outer layer of the published report.36 They overlook both the in-
formal seething of ideas taking place in the prepublication stage and 
the formal influences mentioned (or hinted at) in the finished text but 
not referenced in the bibliography. “Cited” is not the same as “used” 
or “influential,” because many scientists contribute significantly to 
scientific progress while receiving little or no credit in whatever form, 
let alone bibliographic citations. Apart from the widely discussed cases 
of eponymic and obliterated antecedents, a typical instance of failed 
recognition occurs whenever techniques and instrumentation are used 
or mentioned in experimental papers without the minimal reference 
to who invented or improved them. Commenting on a joint science/
technology validation study of bibliometric indicators carried out in 
the 1970s at the STW/FOM, Utrecht, Cornelius Le Pair referred to 
such unevenness as “the citation gap of applicable science.”37

2.  What citations superficially or incorrectly say about influences. Cita-
tion analysis overestimates the value of inclusive or review papers, 
often cited by scientists in lieu of the original sources of ideas and 
techniques. Scientists are not philologists; they often become aware 
of previous contributions through informal communication media or 
secondary literature, and both channels strongly affect their citing be-
havior. In the worst case, authors simply ignore previous pertinent and 
citable literature.

3.  What citations say about the citers’ idiosyncrasies and motivations 
rather than about influences. Citation practices are strongly biased by 
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misuses, such as stealing other papers’ references or padding reference 
lists with items that have not been read, and uses unrelated to the brick-
laying integral to the cognitive mission of science, such as the adding 
of perfunctory or also-ran citations, and the rhetorical summoning of 
authoritative sources simply in view of their ability to catch the atten-
tion and respect of the audience. Furthermore, citation practices vary 
in accordance with too many variables to be of any practical use in 
science studies, including disciplinary habits, publication type, and na-
tionality. A true test of the Ortega hypothesis, therefore, would require 
detailed sociological and historical work involving text analysis along 
with accurate reconstructions of the laboratory life.

It’s clear that the contention here is not over whether the conclusions 
reached by citation analysts are wrong or correct in connection with spe-
cific case studies. It is the foundations of the building that the MacRob-
ertses attack: citations cannot be trusted at all as proxies of intellectual 
influence, let alone scientific merits, their right of citizenship in the soci-
ology of science being denied even before the border is crossed and any 
citation counting commences. Of course, any haunter of bibliometric liter-
ature will easily collect plenty of counter examples against such an attempt 
to raze the entire edifice. Still, the foregoing remarks deserve particular 
attention also from trained bibliometricians, as they point to the critical 
observation that “quality,” “citation impact,” “influence,” and “contribu-
tion to scientific progress,” are and ought to be maintained on conceptu-
ally different layers. An influential document—i.e., a document affecting 
the subsequent practice of science either positively or negatively—does 
not necessarily exert an impact at the formal level of citations: there could 
be plenty of reasons to avoid or fail citing it. Conversely, a high citation 
score doesn’t necessarily tell the true story behind an influential paper: 
as demonstrated in the previous section, there could be plenty of reasons 
to cite it other than its actual merits (however those are defined). Even 
more, distasteful as it may sound, a truly influential document that is also 
heavily cited for some time does not necessarily bring about what would 
be easily and universally recognized as a significant advancement in the 
history of science. This point is well illustrated by the case of review or 
methodological papers as opposed to more creative, theoretical papers. In 
many areas, such as chemistry and medicine, methodological papers are 
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cited on average much more than other kinds of contributions, holding 
sometimes the rank of citation stars, as happened to the most highly cited 
paper in the history of science: Oliver Lowry’s 1951 method for measur-
ing the amount of proteins in solutions. On the admission of Lowry him-
self, that paper contained “almost nothing original,” and its citation score 
didn’t signify to him any great scientific accomplishment.38 Additional 
evidence on this point comes from the reasons to cite highly cited papers 
reviewed in subsection 7.1.1 as well as from an experiment on a cross-
disciplinary sample of Dutch highly cited authors surveyed in 2000 by a 
CWTS team. Citation stars’ responses confirmed that high citation scores 
do not automatically match the scientists’ self-perception of the quality 
and relevance of highly cited papers’ contributions to knowledge prog-
ress.39 Of course, they might be underestimating the value of their own 
contributions, but if that is not the case, then it must be recognized that 
the only universe in which a methodological paper advances knowledge 
in proportion to its high citation score is exactly a universe governed by 
the Ortega hypothesis, where even the pedestrian affair of enhancing the 
sensitivity of a measurement technique adds another brick to the pile that, 
one day or another, will enable someone to climb up there and see farther 
than anyone else into the secrets of nature.

The Coles were certainly aware of this potential drawback in their elitist 
argument when they hastened to raise the height of the dwarfs by empha-
sizing that, if Kuhn’s normal science is the usual habitat of the average re-
searcher, “even the scientists who make these ‘smaller’ discoveries come 
principally from the top strata of the scientific community.”40 A greater 
indulgence toward the bulk of run-of-the-mill employees crowding the 
theater of science was displayed by Garfield, who acknowledged that, in 
spite of the apparently elitist behavior of the citation network disclosed 
by ISI Citation Classics commentaries, the same data “may support the 
perspective on science known as the Ortega hypothesis, which states that 
these giant papers are built on the contributions of the masses of less 
cited works. This can be visualized as a pyramid standing on its base.”41 
Likewise, in Studer and Chubin’s The Cancer Mission, the centrality of 
Lowry’s paper on protein measurement to the advancement of reverse 
transcriptase research is argued on the ground that methodological pa-
pers, just like electronic microscopes and other techniques, are not simply 
practical tools or “means” to realize some research end, but “need to be 
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interpreted in their substantive capacity as problems ‘facilitators’ which 
circumscribe and, at the same time, promote research in a domain.”42

Based on the theses reviewed so far, it is arguable that quality is a rela-
tive concept, its appraisal depending on how one chooses to connect the 
opposites. If no lines of continuity are drawn between the giants and the 
dwarfs, so that the only true advancements are thought to be the relatively 
uncommon conceptual revolutions made possible by a small elite of top 
brains working in the top world universities and writing in the top inter-
national journals, then bibliometric indicators are basically as good as 
any other evaluative tool to detect excellence in the top strata, but dwarfs’ 
performance levels are beyond the reach of their resolution; if, on the 
contrary, the two extremes are placed not too distant from one another, so 
that the advancement of science is deemed to be inconceivable without the 
painstaking job of many short or medium height researchers preparing the 
material and conceptual conditions of major discoveries, then bibliometric 
measures make sense also at low levels of productivity and performance, 
provided they are built with unbiased data and all the necessary method-
ological requirements set forth in chapter 6 are fulfilled.

At one extreme of the scale, the ideal situation, in which the citation 
impact of an author is a good approximation of actual influence and both 
citation impact and influence are good proxies of the author’s positive 
role in the advancement of science, occurs when his or her contributions 
bring about a theoretical outbreak involving either the foundation of an 
entire new research area or a complete reorganization of existing con-
ceptual framework. In both cases, the high citation rates that follow the 
reception of that contribution, while giving the idea that each subsequent 
paper in the same area is a building block in an edifice resting on fresh, 
solid foundations, are most likely the prelude of its authors’ eponymic 
route to immortality.43 At the opposite extreme, when we are faced with 
the myriad nonexplosive documents growing out of the daily work in 
scientific laboratories and currently listed in the individual curricula sub-
mitted for tenure, promotion, or granting, citation data alone are hardly in 
the position to offer a reliable picture of individual scientific value. Here 
the originality of a contribution, the peculiar set of motives that lead to its 
recognition as a valid building block of the edifice of science, are tested 
not so much against its potential in creating a new course of ideas (if so, 
probably very few scientists would get on), as against some general as-
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sumptions about how the daily business in science should be dealt with. 
In this somewhat narrower scenario, quality may be synonymous with 
accuracy in the application of techniques and methods to the analysis of 
empirical data, as in many clinical papers adding new evidence to the pros 
and cons of a drug or surgical technique. Otherwise, quality may also hint 
at something completely detached from empirical data, such as the el-
egance of the formalism in mathematical proofs and modeling. Or it may 
stand for the ability to further corroborate the explicative (and predictive) 
power of a firmly established theory. The occurrence and proper weight of 
these manifestations of quality in particular documents is detected at best 
by peer judgment. Bibliometric indicators, at this level, exhibit notable 
limitations induced by systematic as well as random sources of errors. The 
overestimation of methodological papers in certain areas is an example of 
the former type, while the occurrence of deviant citation behavior is an 
example of the latter. In reaction to the MacRobertses’ paper, however, 
bibliometricians argued that, under certain conditions, these two sources 
of errors can be minimized, and quantitative measures can effectively sup-
port peer review in monitoring research performance. In short, they advo-
cated two principles that would sustain the bibliometric research front in 
the years to come: improving the quality of data handling techniques and 
enhancing the quality of data themselves.

Regarding the quality of data handling techniques, more refined math-
ematical tools and a greater number of variables have to be taken into 
account than the Coles did in determining the eminence of scientists by 
bibliometric methods. As emphasized by Stephen Stigler and Harriet 
Zuckerman, the persistence of sources of variability or error in biblio-
graphic citations doesn’t involve the impossibility of accurately measur-
ing the underlying communicative processes, if only plausible stochastic 
models are developed to estimate the relative weight of citation data in 
the presence of those sources of systematic and random error.44 Regarding 
the quality of data, a basic requirement for any statistical analysis aimed 
at minimizing the effect of random behavior is to work with unbiased 
and sufficiently large samples.45 If large collections of documents are 
analyzed instead of single items, such as the oeuvres of research groups, 
the publication output of institutes, universities, and nations, the network 
of citations assumes a thickness consistent with a more in-depth inter-
pretation of its structure. That is exactly what the advanced bibliometric 
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methodologies outlined in chapter 6 set out to do. But if citations are taken 
in isolation, and the focus is on individual documents and authors, many 
assumptions that can be relied upon at an aggregate level of analysis fail, 
the crucial one being the trust in the overall prevalence of a (Mertonian) 
normative use of citations in drafting the final reports of scientific dis-
coveries. And if it is no longer possible to exploit the benefits of statisti-
cal reasoning, then the ambiguity of the individual, of what makes the 
individual unique and somewhat unclassifiable, comes to the surface and 
has to be dealt with in a different (sociological, psychological) conceptual 
framework.

7.3. LIFE AND DEATH OF THE SCIENTIFIC AUTHOR

Bibliometricians have long been conversant with the problem of mea-
suring the formal properties of scientific collaboration. Their point of 
departure has been the basic index of collaborative activity traceable in 
published scientific literature: coauthorship of journal papers. Coauthors’ 
names, institutions, and nationalities can be easily picked out in recent 
publications, where they are supposed to leave the footprints of the pre-
publication activity leading to the discoveries being communicated. That 
is why the byline of coauthored scientific papers has become the treasure 
house of bibliometric information on the patterns of local, national, and 
international collaborative networks. Just like any other reductive as-
sumption in the bibliometric style, however, this is not to be taken as 
gospel truth. In the real world, especially if the focus is on the network 
of interactions among members of the same institution or research group, 
collaboration is mostly a matter of social convention, its patterns be-
ing variable not only as time goes by but also, at any given time, across 
institutions and research fields, often in reaction to individual, social, 
and political variables of a contingent nature.46 Nonetheless, the statisti-
cal analysis of coauthorship networks is one of the most fruitful lines of 
inquiry into the complex matter of collaborative research patterns at least 
since the 1970s, when, following in Derek Price’s footsteps, Beaver and 
Rosen envisioned the first comprehensive bibliometric theory of scientific 
collaboration.47
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During the last three decades, a growing interest of the bibliometric 
community in the cooperative organization of research and its bearings 
on science policy applications took hold and culminated, in 2000, in 
the creation of a global interdisciplinary research network, coordinated 
by Hildrun Kretschmer and virtually centered in Berlin, whose focus 
is explicitly placed on collaboration in science and technology: COL-
LNET.48 Many studies, before and after the launching of COLLNET, 
have investigated the statistical patterns of coauthorship at the individual, 
cross-national, and multinational level. At each layer, the increase in col-
laboration, as manifested by the share of multiauthored papers, has been 
found to characterize all areas of science even in domains, like mathemat-
ics, traditionally devoted to an almost exclusive dialogue of the individual 
genius with the Absolute. The relation of this trend to other sensitive 
bibliometric targets, such as the stratification of scientific communities, 
publication productivity, and citation impact, have been also pinned down 
from a variety of perspectives.

Interestingly enough, coauthorship networks in invisible colleges of 
tightly defined specialties have been found to manifest the same behav-
ioral patterns of real-life social networks in which “birds of a feather flock 
together.”49 The relative frequency of coauthorship, in other words, seems 
statistically higher between authors of the same invisible college that are 
“similar” with respect to the number of publications than between authors 
of incomparable productivity. By contrast, the networks of collaboration 
between authors belonging to the same institution display a marked ten-
dency toward mingling authors of different bibliometric stature. Publica-
tion productivity, in any case, has been found to correlate rather ambigu-
ously with coauthorship: there seem to be peaks of productivity around 
some thresholds of cooperation specific for each research area (for exam-
ple, five to six coauthors in biomedicine), beyond which publication activ-
ity decreases.50 Citation impact, on the other hand, has turned out at least 
partially correlated with the number of coauthors and, more specifically, 
with international cooperativeness: multiauthored papers seem to attract 
more citations than single-authored papers; international co-publications, 
in particular, receive on average a higher number of citations than domes-
tic papers, even though notable variations do exist across disciplines and 
country pairs. It is not the case, however, that coauthorship can replace 
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citation impact as a quality indicator, because the two indicators point to 
quite different dimensions of the communication process.51

If the register switches from the descriptive to the evaluative side of 
bibliometrics, then a whole array of new issues comes up. Now authorship 
has to be, in principle, clearly defined and identifiable before any statis-
tical analysis, because the author is the point of departure and the final 
destination of every citation count for science policy purposes. Sciento-
metricians tally publications and citations produced by “someone”—an 
individual, a group, an institution, a country—with the objective of estab-
lishing if that “someone” is comparatively more or less meritorious than 
“someone else,” having contributed to a greater extent to the advancement 
of knowledge in a particular domain. The academic reward and reputa-
tional system, in fact, rests on the postulate that it is always possible to 
identify and assign the individual intellectual responsibility of a piece of 
scientific or technical work, a postulate perfectly in tune with both the 
classic (Mertonian) model of distributional justice in science and the lib-
eral doctrine of copyright that, from the eighteenth century onward, has 
locked up individual creativity in the cage of private intellectual property 
rights.

At a certain point in Western intellectual history, however, the author’s 
monarchy over literary artifacts began to collapse on various fronts. Be-
ginning in the 1950s, a group of philosophers and literary critics set out to 
pull down any attempt to discover the subjective origin of literary texts. 
Briefly, they argued against the very possibility of tracing that origin back 
to the author’s interiority. “A text,” contended Roland Barthes in 1968, 
“does not consist of a line of words, releasing a single ‘theological’ mean-
ing (the ‘message’ of the Author-God), but is a space of many dimen-
sions, in which are wedded and contested various kinds of writings, no 
one of which is original: the text is a tissue of citations, resulting from the 
thousand sources of culture.”52 Just one year later, a similar distrust was 
echoed in Michel Foucault’s thesis that the name of an author is nothing 
more than a variable useful to characterize the existence and circulation 
of certain discourses within a society, since “the writing of our days has 
freed itself from the necessity of ‘expression’; it only refers to itself, yet 
it is not restricted to the confines of interiority.”53

Notwithstanding that subsequent literary criticism would have ques-
tioned Barthes’s and Foucault’s statements, the author’s identity crisis they 
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alluded to was by no means incidental. During the same years, in a growing 
number of publications, especially within the realms of high-energy physics 
and biomedical sciences, the author, that “someone” addressed by sciento-
metric exercises, enjoyed a new status. Far from being an individual indi-
visible unit responsible for the entire intellectual content of a publication, 
it appeared merely as a member of a class of coauthors that could number 
anywhere from a few units to hundreds or even thousands of individuals. 
By contrast, the romantic picture of the man of genius testing revolutionary 
ideas in a homemade laboratory, then shouting “Eureka” and disclosing 
the results for the benefit of both colleagues and humankind, betrayed all 
of its mythical character. This trend, as Derek Price insightfully argued in 
the 1960s, was closely linked to the emerging entrepreneurial dimension of 
scientific research. Since the post–World War II period, in fact, multiau-
thorship has become a distinctive feature of the “big science,” the science 
fueled by government (mostly military) funding and massive research fa-
cilities that was going to plan expensive, path-breaking enterprises, such as 
moon landings, nuclear fission, and human genome mapping. Undertakings 
of this sort were conceivable only within a strictly collaborative organiza-
tional framework where the main project is subdivided into many subtasks, 
assigned to participating universities or research institutes, which in turn 
break them down into micro-objectives assigned to young, entry-level re-
searchers or laboratory technicians and clinicians, whose understanding of 
the ultimate goal and theoretical concern of their work need not be complete 
at all.54 Each certainly expects an amount of recognition at the day of reck-
oning, but his or her participation in activities such as experiment design, 
final report drafting, and critical revision is not necessary, nor can it be 
taken for granted in any evaluation exercise. Thus, even the act tradition-
ally connoting the “aura” of intellectual paternity, that of writing, cannot 
recompose the lost unity as, at least in the above-mentioned disciplines, “to 
be an author is not necessarily to be a writer.”55

The diluted intellectual responsibility implicit in author inflation ques-
tions the idea that authorship is per se a measure of intellectual achieve-
ment. At the same time, it hinders the use of both publications and citations 
for evaluative purposes insofar as it tears the respective points of reference 
asunder: the claim for intellectual property over a published idea in the for-
mer case (one might legitimately ask, who speaks?); the supposedly indivis-
ible atoms of recognition awarded to the cited document in the latter (one 
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might ask as well, who is awarded for what part of the work?). In addition, 
multiauthorship bears upon the very mathematical roots of evaluative bib-
liometrics, insofar as it introduces a pattern unfamiliar to other metrics: the 
situation in which one item (a paper) is linked to multiple sources (authors). 
Empirical evidence exists, in this regard, that a bibliography including mul-
tiauthored articles with fifty or more coauthors is not fitted by the original 
Lotka’s distribution anymore, even though the misfit can be accommodated 
and adequately explained within more refined mathematical frameworks.56

In an ideal scenario, the algorithm for assigning credits to the coauthors 
of a paper in a particular field, should comprise the following steps:

1.  The different types of activities required to produce the paper are ade-
quately classified and weighted in advance with reference to a standard 
(as argued in chapter 6, this entails issues of classification and standard-
ization faced at all levels of evaluative bibliometrics).

2.  Each author’s percentage contribution to the different activities under-
lining the production of the paper is estimated, for instance by means 
of questionnaires.

3.  Each author’s fractional credit is properly awarded, weighting number 
3 by means of number 1.

In practice, while an approximation to such an algorithm is conceivable 
for small experiments confined to well-institutionalized and tightly de-
fined research areas,57 in most large-scale, cross-institutional evaluative 
exercises performed in real-science contexts, the relative contribution 
to multiauthored papers is assessed solely on the basis of publicly avail-
able data, such as the number and ranking of author names in the byline. 
So, in order to cope with the issue of counting multiple authorship for 
informetric purposes, different source crediting systems have been tested 
from time to time. None is the “true” system, but the choice of one scor-
ing method over another has been found to dramatically affect the final 
outcome, thereby suggesting the simultaneous use and comparison of dif-
ferent methods. Let’s briefly review them.58

1.  Full or total or standard count. Each author receives full credit for the 
multiauthored paper, just as if the creative and organizational effort 
behind manuscript production were equally distributed and identi-
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cally repeated by each head. Clearly, this solution inflates the score 
of scientists producing many multiauthored papers and makes hardly 
comparable papers with different numbers of authors.

2.  Straight count. Full credit is given to just one author. It may be either 
the first named or the senior author. In Lotka’s original solution, for 
example, the credit of 1 was assigned only to the senior author, while 
the remaining authors were not given any credit at all. Likewise, the 
Coles recommended disregarding all but the first author. It is well 
known, however, that being named as first in natural sciences papers 
does not necessarily imply a higher share of responsibility (in many 
papers authors are listed alphabetically). On the other hand, being the 
last may allude either to a prominent position (the project leader) or 
to an honorific mention for a ghost or guest authorship. On the meth-
odological ground, as the sociologist Duncan Lindsey noted in 1980, 
handling multiauthored papers as if they were single-authored, thus 
giving full credit only to the first author, introduces a strong sampling 
bias in that it treats the papers on which a scientist’s name occurs first 
as a representative sample of all of that scientist’s papers.59

3.  Fractional or adjusted count. Each author is awarded a 1/n fraction of 
the credit, where n is the number of authors (for example, in the case 
of four authors, each gets one-fourth). This solution, defended among 
others by Price and Lindsey, is conceptually similar to the standard one 
in that it treats all authors equably. At the same time, it regards credit 
as a single unit to be parceled out, thereby making the individual shares 
of credit dependent on the number of authors. Adjusted credit can also 
be defined according to a more complex rule that takes into account 
both the author name’s rank in the byline and the number of authors, 
so that the first or senior author receives a higher percentage of credit 
than the others.60

Science managers and journal editors, though perfectly aware of the 
new status of the scientific author, simply ignore it, thereby avoiding the 
definition of authorship protocols more adequate to the new landscape. As 
a consequence, the “author” is alive and kicking in all the official commu-
nications channels, independent of what happens before and beyond the 
byline. “Authorship credit,” state the International Committee of Medical 
Journal Editors (ICMJE) guidelines,
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should be based on 1) substantial contributions to conception and design, 
or acquisition of data, or analysis and interpretation of data; 2) drafting the 
article or revising it critically for important intellectual content; and 3) final 
approval of the version to be published. . . . When a large, multi-center 
group has conducted the work, the group should identify the individuals 
who accept direct responsibility for the manuscript. . . . All contributors 
who do not meet the criteria for authorship should be listed in an acknowl-
edgments section.61

If these guidelines are to be valid, one cannot help but recognize their 
cinematographic style. As in a movie, which relegates to the closing cred-
its the list of technicians who took part in crafting each individual scene 
without sharing in the overall design, a scientific article should end with a 
generic section of acknowledgments featuring the names of all the suppos-
edly “minor” contributors to whom even the dignity of figuring in biblio-
graphic indexes is usually denied. It is the group itself, or a few influential 
members of the group, to decide who succeeded in passing the authorship 
threshold. Thus being included is ultimately a social affair, the result of 
an act of co-optation. This is a pragmatic though by no means original 
solution, something quite similar to what occurred in seventeenth-century 
experimental philosophy, when laboratory technicians, artisans, engineers, 
and instrument makers, even if collaborating actively in the production and 
ratification of sound empirical knowledge, enjoyed no scientific credibility 
(and visibility) whatsoever, due to their low social status.
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The onset of the World Wide Web in the mid-1990s made Garfield’s 
citationist dream more likely to come true. In the world network of hy-
pertexts, not only is the bibliographic reference one of the possible forms 
taken by a hyperlink inside the electronic version of a scientific article, but 
the Web itself also exhibits a citation structure, links between web pages 
being formally similar to bibliographic citations (“sitations”).1 The dual 
nature of the hypertext citation, which on the one hand consolidates and 
enriches with new strongholds its traditional location in the bibliographic 
section of academic papers, and on the other is freed from all discursive 
and stylistic constrictions to involve the organizational unit of the entire 
web space, accounts for the two avenues covered by citation analysis in 
the new milieu: first, the design of automatic citation indexing systems 
aimed at capturing, storing, and making readily searchable the biblio-
graphic network woven with citations from papers stored in e-journals 
and open archives of scholarly material; and second, the application of 
statistical analysis to the hyperlink structure of the Web itself.

The first avenue exploits the full potential of hypertext technologies to 
breathe fresh life into the classic investigation of communication patterns 
embedded in scholarly papers and bibliographic citations. Nowadays hy-
pertext is a dominant information retrieval technique, and moving seam-
lessly from a bibliographic reference to the full text of the cited work is a 
widespread facility among the electronic journal services of commercial 
publishers and database aggregators. The standards for the definition of 
markup languages, such as SGML and above all XML, have enormously 
favored this trend since, by virtue of such codifications, the information 
units composing a text, specifically the items listed in a reference list, can 
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be marked and made recognizable by a label that facilitates their auto-
matic connection with the full text of the cited document as much as their 
localization by an ad hoc crawler’s algorithm for metadata harvesting. En-
couraged by the amazing flexibility of the new environment, several new 
tools for trawling the citation network of scholarly literature have been 
introduced with either a disciplinary or multidisciplinary vocation. At the 
disciplinary level, outstanding databases supplying practitioners of the 
respective specialties with autonomous citation crunching machines are, 
among others, those provided by the Chemical Abstract Service (CAS) 
for chemistry and related sciences; the SAO/NASA Astrophysics Data 
System (ADS) for astronomy; the SPIRES HEP database for high-energy 
physics; American Mathematical Society’s MathSciNet for mathematics; 
CiteSeer and IEEE Xplore for computer science, electrical engineering. 
and electronics; Citebase for subsets of physical and life sciences; and 
the Citations in Economics service (processing data from the RePec 
Digital Library) for economics. In the multidisciplinary arena, instead, the 
two large-scale emerging competitors to the Web of Science are Google 
Scholar, sponsored by the world’s most famous search engine, and Sco-
pus, maintained by Elsevier on a commercial basis. Both data sources 
are currently being examined and benchmarked in view of their possible 
use, as alternatives or complements to ISI databases, for the construction 
of scientometric indicators capable of correcting the limitations in cover-
age of the SCI and sister indexes. Their recent history, however, does not 
permit any conclusive appraisal for the time being.

In the second direction, alongside the land populated with objects 
familiar to bibliometricians of the old school, the medium itself, that is 
the Web-based communication network for the online dissemination and 
retrieval of scholarly literature, is setting up the bibliometric research 
agenda. Web search engines are expected to accomplish now a task com-
parable to the one accomplished (also) by citation indexes in the 1960s: 
to counteract the information overdose and assist scientists in the daily 
struggle to pick the most relevant information out of a huge quantity of 
irrelevant stuff. The design of effective search engine crawling and in-
dexing algorithms profits by two main sources of information: text words 
and hyperlinks. The exploitation of word statistics has a long history 
rooted in similarity metrics developed within the classic tradition of text 
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information retrieval: the more two pages are similar in terms of their 
lexical content, the more the vectors representing them in the vector-
space model are close to each other. In the case of hyperlinks, instead, 
the chief underlying assumption stems directly from Garfield’s use of 
citations as building blocks of an information retrieval system. Just as in 
scholarly literature a cited document is more likely related to the content 
of the citing one than any noncited document, a linked web page is more 
likely related to the content of the linking one than any nonlinked page. 
Therefore, the relevance of a page to a user query can be estimated by 
looking at the link rates and topology of the other pages pointing to it: 
the more a page gets linked, the more it is potentially useful; similarly, 
the fewer the links that separate a page from another deemed relevant 
by the user, the greater the probability that the first will turn out to be 
relevant too. The best known application of this scheme is Sergey Brin 
and Lawrence Page’s PageRank, Google’s ranking algorithm. Instead of 
simply counting link rates, PageRank assigns different “prestige” scores 
to individual pages according to their position in the overall network: 
more weight is assigned to the pages receiving more links and, among 
them, to those linked by the most frequently linked pages, just as if—
bibliometrically speaking—top documents were automatically singled 
out in a citation index being more heavily cited by other top documents.2 
Before PageRank and partly inspiring it, IBM’s Clever Project, an 
extension of Jon Kleinberg’s HITS (Hypertext-Induced Topic Search), 
employed link analysis to quickly and efficiently locate the most relevant 
web pages on a given subject. Starting from the Mertonian assumption 
that hyperlinks, like bibliographic citations, confer some sort of authority 
to the linked document, the Clever Project staff devised an algorithm for 
the automatic capture of Web “authorities” and “hubs.” An “authority” 
is a page that receives many links from quality “hubs” (the cybertech 
equivalent of a citation classic); a quality “hub” is a page providing many 
links to “authorities” (the rough equivalent of a good review paper). Not 
accidentally, in spotting the forerunners to their algorithm, the authors 
mentioned, next to Garfield’s citation indexes, Pinski and Narin’s 1976 
work on the computation of influence weights for scientific journals.3

Along the two avenues outlined above, the digital life of the bibliographic 
citation in the new universe can be paralleled, almost point-by-point, by the 
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steps marking the coming-of-age of scientometrics outlined in the foregoing 
chapters:

1.  design and development of the tool of the trade (there, the SCI; here, 
search engines and in-house software for citation and hyperlink min-
ing)

2.  construction and testing of citation-based metrics (there, the impact 
factor of journals and similar ISI-dependent measures; here, the Web 
impact factor and the new usage and impact metrics made possible by 
digital repositories)

3.  exploration of the cognitive and social structure of the network (there, 
co-citation analysis; here, hyperlink network analysis)

4.  advanced mathematical modeling of the network structure and dynam-
ics (there, the mathematical offspring of classic bibliometric laws; 
here, complex network analysis)

8.1. CITATIONS IN E-JOURNALS 
AND OPEN ARCHIVES

The discovery that most, if not all, of the information relevant to a 
scholarly field is simply a few clicks away from one’s workstation, just 
in time for enriching the live research and discovery process with new, 
potentially decisive stimuli, is perhaps the most practical revolution that 
has occurred in the working style of scientists since the time of Galileo 
and Newton. Over the past decade, profiting considerably by the dramatic 
upheaval in the modes of circulation of scientific literature triggered by 
the Internet and the World Wide Web, major international publishers and 
database vendors have uploaded in their servers a huge mass of scholarly 
material in electronic form. Most of this stuff is actually no more than 
the digital counterpart of what previously had existed in the paper world: 
peer-reviewed scientific journals accessible on a subscription-toll basis. 
Online availability has been quite a godsend to journal papers and to all 
those (formerly) print-only materials dwelling in the lethargic limbo from 
where only serendipitous local catalog queries could have shaken them 
out. Journals jumping into cyberspace in full dress significantly aug-
mented the chance to increase citation impact, and their local online usage 



 Measuring Scientific Communication in the Twentieth Century 289

became one of the best predictors of future citations.4 On the other side, 
because of the structural shift in the way online articles versus print-only 
ones are delivered to the reader—so easy to be singled out through user-
friendly web interfaces and so deeply immersed in a hyperlinked environ-
ment that prearranges the whole set of possibilities for extending search 
and retrieval operations beyond the initial focus—it is no coincidence that 
some recent experiments point to an apparently paradoxical situation: as 
more and more journal backfiles are uploaded on publishers’ servers—at 
least according to an extensive citation analysis of ISI articles recently 
performed by James Evans—surprisingly fewer distinct articles from 
those journals are cited more, and citations tend to concentrate on more 
recent publications.5 Aside from obvious “internal” explanations in terms 
of Price’s immediacy effect and Kuhn’s sociocognitive consensus around 
paradigmatic (disciplinary) cores, this narrowing effect tells something 
about the new medium’s potential in building prefabricated roads that en-
able the road builders to drive users’ attention toward specific spots.

Almost simultaneously with the digital burgeoning of scholarly stuff, 
by virtue of its ability to make timely and universally accessible any type 
of digital content, the Web started to fill up with a new class of inhabit-
ants, previously confined to the semiprivate circles of scholars sharing 
the same invisible college: all the freely available preprint or postprint 
versions of scientific articles posted directly by the authors to personal 
or institutional websites and disciplinary repositories. These materials 
for the most part naturally evolve into (or result from) standard journal 
papers, thereby finding their way to existing abstracting and indexing 
services. Frequently, however, they live a fruitful life on their own, just 
waiting for someone to become aware of their nonjournal existence and 
use them before or after any official investiture by a traditional gate-
keeper.

To the extent that a scholarly work, whatever its material composition 
(print or digital), publication status (preprint, full article, or postprint), or 
access restrictions (open or toll-access), is cited by ISI-covered journals, 
its citation life doesn’t escape the close-mesh network of traditional cita-
tion indexes. Consequently, a reasonable estimate of its impact is secured 
by long-established metrics. But if one admits that, in spite of Bradford’s 
and Garfield’s laws, this is not enough to capture the full effects of its 
exposition to the enlarged community of potential readers (and citers) set 
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up by the Web, then the issue of finding a reliable system to quantify the 
Web-wide cognitive and social life of scientific literature must be tackled 
on a different ground.

In a digitally interconnected environment, the impact of a set of docu-
ments outside the ISI circuit can be estimated using one of the follow-
ing methods: 1) counting, by means of usage mining techniques, the 
number of document views or downloads over a certain period of time; 
2) interviewing or submitting a self-report questionnaire to a significant 
sample of readers, for instance researchers of a university department; 3) 
counting, by means of search engines’ facilities, the number of links to 
the website hosting the documents; or 4) identifying and counting, as ISI 
indexes do, the bibliographic citations to those documents from non-ISI 
sources.

Solution 1 exploits the ability of modern computers to store and process 
huge amounts of rough data on the network traffic. As long as the full-text 
download of a document is considered a valid proxy of its actual usage, 
web-mining techniques disclose a potential treasure house of information 
on the impact of any type of digital resource in a stage prior to its joining 
the citation game. The monitoring of Internet sessions log files generated 
by the web servers of digital libraries and web information services is, 
from this point of view, the direct heir to the long-established tradition 
of usage studies based on circulation and reshelving of physical libraries’ 
materials. Standards and protocols have been developed, in the context of 
national and international projects such as COUNTER (Counting Online 
Usage of Networked Electronic Resources), SUSHI (Standardized Usage 
Harvesting Initiative), and MESUR (MEtrics from Scholarly Usage of 
Resources), to make uniform the recording and reporting of online usage 
statistics; to facilitate their automatic harvesting from different vendors or 
content providers; and to define, validate, and cross-validate journal usage 
factor metrics, which mimic and will hopefully complement the ISI IF as 
measures of journal importance. Usage statistics, on the other hand, are 
even less reliable and unobtrusive data than formal citations because their 
provision is influenced by a variety of external factors, including publish-
ers’ electronic interfaces and the risk for spurious inflation by manual or 
automatic methods. Taken as indicators of actual use, moreover, what 
they purport to indicate is hardly generalizable beyond the sample com-
munity for which usage data have been originally recorded.6
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Solution 2 is well-established in the field of social sciences. Unlike 
the previous solution, it profits by explicit qualitative judgments of ex-
pert users, but relies on a narrower empirical basis and entails additional 
biases because of the preliminary job of manually defining, collecting, 
and classifying survey data. Both methodologies have advantages, but 
neglect one important aspect, namely that the hyperlink/citation analogy 
points unambiguously to a completely different solution of the quality 
assessment problem; a solution where, in accordance with Price and Gar-
field’s project, it is not the judgment formulated by an individual or the 
individual usage session, but rather the “spontaneous” network of links 
among documents that accounts for the bibliometric value of the specific 
item under examination (document, author, institution). So, if the Web 
can be roughly assimilated to a big, anarchic library of hyperlinked docu-
ments, then the extraction of quantitative information from hyperlinks is 
expected to provide a unique insight into their relative value and place on 
the digital shelves.

Solution 3, counting links to the websites of scholarly journals, is quite 
in the spirit of Price’s network model, but the equivalence it suggests 
between link rates and quality of the hosted journals is of limited value, 
inasmuch as it strikes short of the target: it is the links to the container 
that get counted here, not directly the links to the scholarly information 
units. Applied to the websites of journals indexed by the ISI and equipped 
with standard IF scores, this methodology has yielded rather divergent 
outcomes depending on the composition and subject homogeneity of the 
samples, thereby suggesting that caution should be taken in the design 
of web-based journal impact measures allegedly similar to ISI-derived 
metrics.7

Solution 4 is the Citebase and CiteSeer one: automatic indexing systems 
specifically designed to mine the citation network out of the huge mass of 
scholarly documentation scattered throughout the universe of open access 
digital archives. Before introducing them, a cursory look at the role played 
by bibliographic citations in the new landscape is necessary.

8.1.1. Citations and Open Access

Imagine a universal bibliographic and citation database linking every schol-
arly work ever written—no matter how published—to every work that it 
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cites and every work that cites it. Imagine that such a citation database was 
freely available over the Internet and was updated every day with all the 
new works published that day, including papers in traditional and electronic 
journals, conference papers, theses, technical reports, working papers, and 
preprints. Such a database would fundamentally change how scholars locate 
and keep current with the works of others. In turn, this would also affect 
how scholars publish their own works, in light of the increased visibility 
of research regardless of publication venue and the increased potential to 
demonstrate the value of works through citation analysis. In short, a uni-
versal citation database would serve as an important catalyst for reform in 
scholarly communication.8

When, in February 1997, Robert Cameron envisioned an openly acces-
sible universal network of scholarly literature interconnected through 
bibliographic citations, the scientific community was on the verge of 
experiencing the full advantages of the free circulation of scientific infor-
mation. Early peer-reviewed open access journals had already appeared 
nearly a decade earlier, including New Horizons in Adult Education, Psy-
coloquy, Postmodern Culture, and Surfaces. In May of the same year, the 
RePEc—Research Papers in Economics information network got started; 
on June 26, the National Library of Medicine in Bethesda announced free 
online access to the Medline/PubMed bibliographic database, thus setting 
the stage for the forthcoming PubMed Central open archive of biomedi-
cal journal literature. On August 19, Stevan Harnad, who three years be-
fore had come up with the systematic self-archiving of publications by 
scientific authors, launched the CogPrints server for cognitive sciences. 
Meanwhile, computer scientists and high-energy physicists had further 
strengthened the online scaffold of their long-established informal com-
munication networks for article preprint sharing. In 1991, Paul Ginsparg 
had saved time and effort by setting up arXiv, a milestone preprint (and 
postprint) central repository initially devoted solely to high-energy phys-
ics, but later expanded to include computer science, astronomy, math-
ematics, nonlinear science, quantitative biology, and statistics.

The revolution sparked by the Internet and the World Wide Web in the 
structure of scientific communication grafted on to this rich soil, result-
ing in the multiplication of literature distribution channels alternative or 
complementary to the commercial peer-reviewed journal. That was when, 
exasperated by the inflationary surge in journal subscription rates over the 
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last decades, a transversal party of scientists, librarians, and science users 
worldwide started to chart a new course for scholarly publishing beyond 
the traditional paradigm of authors-giving-journals-their-articles-for-free 
and journal-publishers-selling-the-same-articles-for-a-fee. Under the slo-
gan “public access to publicly funded research,” and hammering away at 
the strong, almost self-evident claim that research results must be widely 
disseminated and read to be useful, the open access (OA) movement, which 
took off between the late 1990s and the early 2000s, has since publicized 
theoretical and business models, along with an OA-compliant technical in-
frastructure, to support the free online dissemination of peer-reviewed sci-
entific literature. Two options have ultimately come into focus for authors 
following this way of publication: a gold and a green road. The gold road 
consists of submitting a paper directly to a true OA journal, that is, a peer-
reviewed journal that makes freely available all of its content for all users 
webwide while shifting editorial management’s costs onto subjects other 
than the publisher (typically the author or the funding institution). So far, 
over 3,200 such journals have been listed in the Directory of Open Access 
Journals (www.doaj.org), still too few to foresee a balanced competition of 
gold OA soldiers against the ironclad of subscription-based journals. The 
green road, by contrast, is faster and far less financially demanding than the 
gold; it lets authors keep publishing in traditional, toll-access journals, but 
requires the self-archiving of a peer-reviewed version of the same content 
into an openly accessible repository, be it a fully accessorized institutional 
or disciplinary open archive or the humble author’s personal website. The 
affordability of green self-archiving, its ability to isolate the access prob-
lem from the all-or-nothing equation established by publishers between 
scholarly communication and (gold or nongold) journals, and its perfectly 
fitting the decentralized network of OAI-compliant institutional reposi-
tories promoted by universities over the last years have resulted in some 
current OA advocates to make the point that institutional self-archiving 
is actually the shortest and most effective path to pursue OA’s endgame. 
Yet, even if scientific authors would scarcely deny the willingness to se-
cure universal free access to their work for the sake of progress (noblesse 
oblige), the scarce interest in the color of the road covered by their manu-
scripts upon acceptance for publication is testified by the fact that, more of-
ten than not, they miss the chance currently offered by about 70 percent of 
journal publishers to self-archive an e-print version of the final paper. One 
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reasonable explanation is that scientists are primarily committed to career 
advancement through publication in highly esteemed journals. Promoting 
access to research papers beyond the clique of whoever takes an active 
part in the career move doesn’t, therefore, seem to be their chief concern. 
That’s why, in the OA political project, green self-archiving is not, at best, 
a spontaneous gift bestowed by enlightened benefactors of the republic 
of letters, but the completion of an official mandate of the funding body 
or employer. Two landmark mandates of this kind, precursors to several 
other similar provisions, were issued in December 2007 by the European 
Research Council (ERC) and the National Institutes of Health (NIH), both 
requiring that peer-reviewed research articles sprung from their respective 
funding policies be self-archived and made publicly available by investi-
gators within a fixed time span (twelve months for the United States, six 
months for Europe) after the official date of publication.9

The avenues of bibliometrics and OA intersect at the crossroads where 
research dissemination and impact/quality assessments take place. In the 
absolute, if the absolute were within the reach of humans, quality and ac-
cess would be kept distinct. A quality paper is a quality paper, whether toll 
access, open access, or not accessible at all, even though in the last case 
its cognitive potential would lie dormant indefinitely. In the real world, 
though, quality judgments are social artifacts just as are the objects they 
are referred to, and the concrete manifestations of quality are irremedi-
ably conditioned by scientists’ ability to effectively communicate their 
practical and theoretical accomplishments to the right people in the right 
places and via the most effective channels: scientific achievements are in 
fact, to a greater extent, communication achievements. So, in light of the 
Mertonian view of citations as rudimentary acts of peer recognition, the 
question of whether the channel controlling the dissemination of research 
products affects their chances of peer recognition is not trivial at all.

In recent years, a strategic goal of the OA movement has been to 
demonstrate that, aside from all obvious benefits, open access also 
substantially increases research impact as it automatically increases the 
probability of being cited (OA citation advantage). A seminal paper by 
Steve Lawrence in 2001 set the course, providing evidence to the effect 
that citation rates in a sample of computer science conference articles ap-
peared significantly correlated with their level of accessibility. “There is 
a clear correlation,” contended the author, “between the number of times 
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an article is cited, and the probability that the article is online. More 
highly cited articles, and more recent articles, are significantly more 
likely to be online.”10 A correlation between two variables, as statisticians 
constantly remind us and Lawrence promptly recognized, doesn’t entail 
a direct causal relationship, nor does it rule out the possible existence 
of a third explanatory factor behind it. Nevertheless, to the extent that 
the correlation discloses a regular pattern in the events under analysis, it 
suggests hypotheses intended for further testing in search of independent 
evidence. The simplest hypothesis here is that free online articles are 
more frequently cited because of their easier availability (OA postulate 
or Lawrence postulate). To test this, many experiments similar to Law-
rence’s have been carried out that supply a good deal of evidence in 
favor of the OA citation advantage.11 Most notably, Harnad and Brody’s 
team has been detecting OA citation advantage across all disciplines in 
a twelve-year sample of ISI articles (1992–2003), seeking also to clarify 
the relationship between citation patterns and online usage measures gen-
erated by OA databases. Their methodology is straightforward: compare 
citation scores of individual OA and non-OA articles issued by the same 
non-OA journal. The results obtained for physics, engineering, biology, 
business, health, political science, education, law, business, management, 
psychology, and sociology confirm, if not accentuate, the trend disclosed 
by Lawrence’s findings, pointing to a citation impact that is 25 to 250 per-
cent higher for OA papers.12 Similar conclusions were reached by Kristin 
Antelman with a sample of ISI journal articles published in 2002 across 
the domains of political science, philosophy, mathematics, and electri-
cal and electronic engineering; by Gunther Eysenbach with a sample of 
articles issued in 2004 by the Proceedings of the National Academy of 
Sciences (PNAS); and by Michael Norris and colleagues with a sample of 
articles published in 2003 in high-impact mathematics, ecology, econom-
ics, and sociology journals.13 Eysenbach’s approach, remarkably, takes 
into account the potential confounding role of many variables, including 
number of authors, individual lifetime publication counts, geographi-
cal provenance, and funding organizations, and features a longitudinal 
analysis that deepens the perspective by comparing citation data at three 
different moments in time.

Against the OA postulate stream, new, carefully “controlled” evidence 
backed up by alternative interpretations of citation statistics has been 
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delivered by information scientists. Counter-arguments typically focus on 
a narrower and more easily manageable empirical base than Harnad and 
Brody’s, such as arXiv’s subsections or selected groups of journals from 
publishers granting different access status to their products, in order to 
compare the citation history of journal articles posted to e-print archives 
or otherwise openly accessible with that of unposted/pay-per-access 
items. Posted materials still appear to enjoy considerably higher citation 
rates in many cases, but the time dimension and a subjectivity factor in 
the selection of postable items have been called in, next to increased vis-
ibility and readership, as potentially confounding variables behind OA 
inflated scores. In the first place, because of journal article publication 
delays, the longer “shelf-exposition” might cause citation counts to start 
earlier for manuscripts previously posted as preprints than for unposted 
ones (early view postulate). Second, it might as well be hypothesized that 
best authors, those who are naturally inclined to produce high-impact 
papers, tend to be overrepresented in open archives, and even less promi-
nent authors do not post whatever spouts out of their word processors, but 
preferably papers of special significance or time-critical value, themselves 
predestined to citation paradise (self-selection bias postulate).

The effects of both confounding factors have been investigated via 
citation analysis in astronomy, physics, mathematics, biomedicine, and 
economics. Although limited support has been found for the former, the 
thesis that authors tend to self-archive high-quality, naturally citation-
catching stuff has gained a higher degree of consensus, and consequent 
attempts to control for this variable in empirical case studies have resulted 
in a more complex picture of the impact/access mechanism that partially 
scales down the demands of OA standard-bearers.14

Not surprisingly, the OA citation affair has provided the community of 
professional bibliometricians and the ISI with a timely entry point in the 
debate on the merits of competing publication models, and the former’s 
positions, exemplified by a 2007 Moed paper, are predictably in tune with 
the latter’s, set forth in three “official” reports published over the last four 
years. Moed’s case study builds on the work of Harnad and Brody but is 
replete with methodological caveats of noble bibliometric lineage hint-
ing at the complexity of citation practices and the skewness of citation 
distributions.15 The study performs a thorough citation analysis of papers 
posted to the arXiv’s condensed matter section before being published in 
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scientific journals and compares the results with those of a parallel cita-
tion analysis for unposted articles published in the same journals. The 
approach is longitudinal, as in Eysenbach’s study, with citations counted 
over a seven-year period using both fixed and variable citation windows. 
The two main outcomes of Moed’s experiment cast serious doubts on 
Lawrence postulate:

1.  Articles posted to the preprint server are actually more cited than un-
posted ones, but the effect varies with the papers’ age. The difference 
between citation age distributions of posted and unposted items can 
be partially explained by the publication delays of the latter, thereby 
lending positive evidence to an early view bias of OA materials. The 
preprint server accelerates citation, and this is undoubtedly an overall 
positive effect on scientific communications, but free availability does 
not ensure, per se, an increased impact.

2.  If one estimates authors’ prominence independently of arXiv’s effect, 
then the citation advantage of many OA papers fades into the indi-
vidual performances of the authors themselves, whose ability to gain 
higher visibility appears largely unaffected by the publishing strategy. 
In other terms, top authors publish (and deposit) more papers than less 
prominent authors, and those papers are also likely to be top papers, 
hence to attract more citations.

ISI’s interest in open access has a close relationship with the journal 
selection process set up by Garfield in the 1960s. The selection, which 
places much emphasis on citation statistics, is meant to pick out the highest 
quality sources from the pool of extant journals, but is independent of the 
business or distribution model. High-quality open access journals, to the 
extent that scientists use and cite them in a consistent way, don’t escape the 
citation network, so monitoring their bibliometric performance has always 
been a primary concern of the company. Two studies on the citation impact 
of OA journals indexed in the Web of Science appeared between April and 
October 2004, while a third report, sponsored by the Publishing Research 
Consortium and coauthored by members of ISI-Thomson, Elsevier, and 
Wiley-Blackwell, has been circulating since May 2007.

The first report, focused on 148 natural science journals included in the 
2002 edition of the JCR, supplied evidence to the effect that, with few no-
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table exceptions, the impact factor of ISI OA journals is variable accord-
ing to the subject category, but generally lower than that of non-OA titles, 
and “though there is some suggestion in aggregate of a slightly more rapid 
accumulation of citations, this effect is, so far, minimal.”16 In short, scien-
tists did not seem to use OA articles more substantially and more quickly 
than non-OA articles, despite their immediate availability.

The second study, conducted on 219 OA journals included in the 2003 
edition of the JCR, partially rectified the previous conclusions. Although, 
as to the impact factor, many OA journals still ranked in the lower half 
of their subject category, in physics, engineering, and medicine there 
appeared a clear citation advantage for more recent OA articles, which 
received a higher percentage of total citations than non-OA articles of the 
same age.17 In some ways, this pattern resembles the above “early view” 
effect: citations accrue faster to freely available journals, but the same 
does not necessarily hold true in the long run.

The third study is a review that draws together the threads of nearly 
all the previous literature on the subject and, in line with Moed’s call for 
a more sound methodology in OA citation studies, marshals the counter-
evidence gathered so far against Lawrence’s postulate.18

It would be erroneous, or at least fruitless, to reject these arguments 
as if they were merely self-serving by-products of the multinational 
companies’ vested interests in conspiring against free, democratic access 
to information for the sake of profit. In historical perspective, they are 
anything but the formal expression of some basic principles firmly rooted 
in the bibliometric paradigm outlined in the foregoing chapters. If the 
bibliometric game is played according to its rules, namely if one admits 
that the core of truly important literature continues to thicken around a 
small set of highly esteemed and heavily cited journals; if nothing, in a 
scientific career, succeeds in competing with the importance of a publica-
tion in top journals; and if, in spite of the warnings set forth in chapter 
7 against any uncritical assimilation between citation impact, influence, 
quality, and scientific progress, citation statistics are trusted as proxies of 
the rate at which good ideas affect other researchers’ good ideas, then the 
access problem should be kept methodologically distinct from the impact 
problem. In fact, for the circle to be squared in the bibliometric style, one 
has to recognize that it is ultimately up to the invisible colleges of rel-
evant researchers in each specialty to judge the relevance and utility (and, 
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in some cases, citability) of a document, and such a judgment is largely 
independent of its access mode.

Open access to research, it might reasonably be argued, does not need 
the evidence-building machine of citation metrics to prove its desir-
ability. Aside from ethical arguments, which line up the right to know 
implicit in the OA principle with other basic human rights,19 there are 
other substantive reasons to advocate OA. In the first place, shortening 
the distance between the invisible colleges’ members disseminated in 
the webwide scientific communication network and turning it into a live, 
“real time” collaboration network, OA makes scientific communication 
faster and more effective. Second, at least for the “non-Big Science” 
research areas, it increases the chance that, beyond economic, social, 
and geographical constraints, a higher number of talented people enter 
scientific enterprises and pursue research goals successfully. Third, and 
maybe most important, prior to the formal level of uptaking and citing 
other researchers’ work, OA finds its way to a place quite separate from 
the lively social club where citations dwell, specifically to the semipri-
vate cave where a scientist gathers all the necessary evidence relative to 
the research project underway, thereby shaping new ideas in constant 
interplay with those of other researchers picking apples from the same 
tree. Although the most creative minds do not need to be avid consumers 
of someone else’s contributions, any obstacle to this essential confronta-
tion bears upon the context of discovery and is de facto a true obstacle 
to scientific progress.

On the other hand, a true challenge for OA, if it is to assert itself as wor-
thy of any continuing role in a bibliometric contention, would be to adjust 
or enhance the resolution of the observation instrument, ISI indexes, in the 
hope of perceiving fresh details within the new, decentralized landscape 
of scientific communication unveiled by the World Wide Web: Does a 
piece of research have a pre-ISI (or non-ISI) life that sheds a brighter light 
on its level of acceptance? To what degree and at which rate are the docu-
ments easily pulled from open digital shelves actually used by scientists? 
Do alternative, nonjournal publication and citation cultures stand a chance 
of winning a better place in bibliometric investigations if citation statistics 
are gathered outside the perimeter of ISI databases? Is a non-Bradfordian 
pattern of communications conceivable, at least for some research areas 
in particular phases of their development?
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An intriguing perspective, in the foregoing debate, comes from Har-
nad’s recent quest for a multidimensional, field-sensitive, and carefully 
validated (against external criteria) “open access scientometrics,” taking 
definitive advantage of the wealth of usage and impact metrics enabled 
by the multiplication of online, full-text, open access digital archives.20 
To be feasible, however, such an enterprise must preliminarily gain better 
control over the growing volume of free online scholarly documentation, 
whose bibliographic management and bibliometric exploitation depend 
ultimately on the design and implementation of software capable of doing, 
more quickly and on a larger scale, what the ISI has been doing for nearly 
half a century with paper journals: locating and storing relevant docu-
ments, indexing the bibliographic reference sections, keeping data clean 
and consistent, and turning the page upside down to analyze and count 
citations. The magic word here is “metadata,” that is, the set of encoded 
data attached to the information units processed by the automatic indexing 
system to help identify, retrieve, and manage them in a timely and effec-
tive fashion. At best, all existing or sprouting digital repositories should 
adhere to the same metadata standard for keeping citations of stored docu-
ments consistent and up-to-date through the removal of duplicate records; 
the tracking and proper labeling of different versions of the same docu-
ment (preprint or published); and the identification and disambiguation of 
sensitive scientometric data, such as personal author names, institutional 
affiliations, and titles of journals or publication venues.21 To date, faced 
also with the dramatic increase in the number of available digital libraries 
and the growth rate of their content, automatic indexing algorithms have 
been unable to perform these operations in a bibliometrically satisfactory 
way. The two facilities described in the next section, Citebase and Cite-
Seer, nevertheless provide instructive case studies that shed light on the 
potentialities of citation indexing in the openly accessible portion of the 
cyberworld.

8.1.2. Citebase, CiteSeer: The Road Toward an 
Open Access Citation Index 

Citebase (www.citebase.org), issued in December 2001, is an automatic 
indexing system of a limited number of open access repositories, includ-
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ing arXiv, PubMed Central, BioMed Central, and CogPrints, developed 
by Tim Brody’s team at the University of Southampton. In a sense, it rep-
resents the culmination of the OAI—Open Archives Initiative (1999) and 
the OpCit—Open Citation Project (1999–2002). The former, focused on 
open archives’ interoperability, led to a widely shared technical solution, 
the OAI-Protocol for Metadata Harvesting (OAI-PMH), for the gathering 
together (or harvesting) of metadata from a number of distributed reposi-
tories into a combined, centrally searchable data store; the latter pointed to 
the automatic generation, in the arXiv digital repository, of hyperlinks be-
tween bibliographic references and the full text of the cited documents.22

The Citebase software parses the bibliographic references of the full-
text papers hosted by the aforementioned servers and, every time a refer-
ence matches the full text of another paper deposited in the same reposi-
tories, it creates a link with it. A series of operations familiar to users of 
traditional citation indexes can be carried out thereafter:

1.  Retrieve all the (freely available) papers referenced in a given paper or 
all the papers that cite a given paper.

2.  Rank the retrieved records by number of citations received and display 
the Top 5 Articles that cite a given article.

3.  Retrieve all the articles co-cited with a given article and the Top 5 
Articles Cocited.

4.  Retrieve articles that share one or more references with a given ar-
ticle.

5.  Display a trend-graph of citation scores and download hits per article 
over time.

In addition, a Usage/Citation Impact Correlator produces a live correla-
tion table comparing the number of times an article has been cited with 
the approximate number of times it has been downloaded. The resulting 
correlation index is intended to furnish a rudimental test of the extent 
to which the use (or download) of an article predicts its future citation, 
but with a couple of cautionary warnings: log entries are limited to the 
English mirror of arXiv since 1999 and, like other types of information 
derived from web logs, download data can be altered by various disturb-
ing factors.23
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CiteSeer, formerly ResearchIndex (citeseer.ist.psu.edu), is an automatic 
digital library search and management system developed by Steve Law-
rence, Lee Giles, and Kurt Bollacker at the Princeton NEC Research Insti-
tute (now NEC Labs) during the late 1990s, and currently hosted, under a 
limited open source license, at the Pennsylvania State University’s College 
of Information Sciences and Technology.24 Unlike Citebase, it doesn’t 
parse publications self-archived centrally by their authors in a fixed num-
ber of e-print servers, but gathers together research article preprints and 
postprints from several distributed nodes of the open access Web. The 
relevant documents, for the most part computer science conference papers 
in postscript and pdf format, are located mainly through web crawling 
techniques, even though alternative methods, such as indexing journals at 
publishers’ website and direct posting by the authors, are also within the 
system’s capabilities. Once a document is downloaded, CiteSeer parses its 
text to pick out relevant data, including authors’ names, title, abstract, word 
frequencies, and the reference list. Then it indexes these pieces of informa-
tion and places them into a local database, thereby allowing, beyond con-
ventional keyword searches, citation searches and citation link browsing as 
well as searches for similar or related documents on the basis of similarity 
criteria drawn from word co-occurrences, co-citation, and bibliographic 
coupling (here dubbed “Active Bibliography”).

As a bibliometric facility, CiteSeer’s autonomous citation indexing 
software produces rough citation and co-citation counts “on the fly” for 
each paper cited in the database; identifies self-citations; and performs 
automatically what early bibliometricians considered a potential remedy 
against the ambiguity of citation analysis, namely the extraction of the 
context surrounding the citation in the body of the paper. In addition, 
the Next Generation CiteSeer (CiteSeerX), available in beta release at 
citeseerx.ist.psu.edu/, features Estimated Venue Impact Factors—a ru-
dimentary counterpart of ISI journal impact factor ranking for computer 
science journals and proceedings indexed by The DBLP Computer Sci-
ence Bibliography—and plans the extension of automatic indexing to 
acknowledgments and funding information from research publications. 
When perfected, this function should allow the retrieval of all the papers 
acknowledging a given grant and the visualization of an interactive graph 
for authors’ collaboration networks.25
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CiteSeer took a solitary path for some time, gaining approval and 
prestigious sponsors (National Science Foundation, Microsoft Research, 
NASA) until, in February 2004, Thomson ISI and Princeton NEC Labora-
tories announced a commercial agreement for the creation of a multidisci-
plinary citation index to the scholarly literature stored in institutional and 
subject-based repositories scattered throughout the Web. The new Web 
Citation Index, based on CiteSeer technology, was launched officially 
in 2005 as part of the ISI Web of Knowledge Platform. In line with the 
company’s source selection policies, it covers materials from OA reposi-
tories that meet a default set of quality criteria, such as arXiv, the Caltech 
Collection of Open Digital Archives, the Australian National University 
Eprints Repository, the NASA Langley Technical Library Digital Re-
pository, and the open access content available through Proquest’s Digital 
Commons, an OAI-compliant institutional repository service.26

Citebase and CiteSeer, at least for now, are not advisable tools to be 
used for bibliometric evaluations because they are still pilot projects or 
tests. All the same, they unambiguously portend two alternative courses of 
citation indexing in the Web era. On the commercial front, the ISI project 
points to the gradual absorption, into a tried and tested citation crunching 
machine, of OA slices that will eventually find their way to a web portal 
for the centralized search of all academic literature “of value” according 
to ISI quality criteria, no matter its distribution and commercialization 
methods. On a side, still unsurfaced road, open access literature calls for 
open access search and analysis tools whose technical feasibility, as Ci-
teSeer and Citebase demonstrate, has been dramatically enhanced by the 
spread of green OA practices and by the multiplication of interoperable, 
OAI-compliant repositories. A warning signal for this achievable scenario 
materialized when, in February 2004, an international task force formed 
on the occasion of the third OAI Workshop on Innovations in Scholarly 
Communication held at CERN, in Geneva, envisioned an OACI (Open 
Access Citation Index) Project for the construction of an open access cita-
tion indexing framework stretching beyond the material and conceptual 
limits of ISI databases. Needless to say, for the foreseeable future sudden 
changes are not likely to occur, but signals do exist that, thanks to the 
current level of technological development, researchers heading in the 
direction indicated by CiteSeer and Citebase are on the right track.
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8.2. THE CITATION AS HYPERLINK AND 
THE CURRENT TRENDS IN 

QUANTITATIVE WEB STUDIES

A website or web page linking to another website or web page is closely 
akin, from a structural point of view, to a scholarly document citing an-
other document: a hyperlink represents, as it were, the cybertech version of 
a bibliographic reference.27 Upon further reflection, the analogy is even un-
balanced in favor of the former; a hyperlink digs “deeper” than a scholarly 
reference because it is not just a typographically and (for many authors) 
conceptually marginal component of the document, but the basic structure 
regulating text construction and organization in a distributed hypertext 
environment. Even more, the probability that a web page be included into 
a search engine database, hence the probability that it will ever come out 
of obscurity and be brought to the user’s attention, increases as the web 
crawler fetches other pages linking to it. In some sense, scientific writing, 
too, is an act of hyperlinking texts, authors, concepts, and theories, with 
bibliographic citations partially bringing to the surface this hidden texture, 
but obvious differences between citations and hyperlinks immediately 
stand out. Links are rarely Mertonian; they do not acknowledge intellectual 
debts, at least not as a primary function; and they lack any form of peer 
review. Their provision, moreover, is not unidirectional (a paper usually 
cites a previously published paper, whereas websites can hyperlink to each 
other regardless of their publication date). Finally, unlike citations, links 
are not indelible footprints in the landscape of recorded scholarly activity, 
but often vary unpredictably within short time periods.

In the second half of the 1990s, the World Wide Web was recognized 
as a complex system and a tool for modeling the behavior of other natural 
and social complex systems. Its hyperlink structure, concomitantly, came 
to the forefront along three main directions of inquiry, whose domains 
intersect at different points:28

1.  complex network analysis, a subfield of statistical physics, which 
investigates the topological properties of the Internet and the Web as 
particular cases of an evolving complex network

2.  hyperlink network analysis, a direct descendant of social network 
analysis, which interprets the connections between websites as tech-
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nological symbols of social ties among individuals, groups, organiza-
tions, and nations

3.  webometrics, grown in the riverbed of information science, which ex-
tends to the web space concepts and methods originally developed in 
the field of bibliometrics

Only the last area has a direct, genealogical connection with the biblio-
metric tradition of citation analysis, but the overlap with the other two is 
made explicit by the common concern with the network of links/citations, 
whose structural properties set boundary conditions for the individual 
behaviors without mechanically determining them. In the wake of Price’s 
thermodynamics of science, the study of these properties is performed, at 
a higher level of abstraction than that of the individual units (and often at 
variance with it), by means of statistical methods.

8.2.1. Bibliometric Laws in the Cyberworld: 
Complex Network Analysis

The reader of this book should already be accustomed to the concept of 
network. Networks of scientific papers and authors held together by bibli-
ographic citations are the leading actors of the story told hitherto. Garfield 
invented the tool for mining them out of the formal publishing practices 
of scientists, while Price laid the conceptual foundations for the statistical 
study of their global behavior. Early on in the history of the Internet, sci-
entists of diverse origins realized that objects similar to a citation network 
are ubiquitous; nature, society, language, and history teem with networks 
whose structural and dynamic properties can hopefully be tackled within 
a common mathematical frame.29 The job, nonetheless, is bristling with 
difficulties. It is apparently safe, for example, to characterize the Internet 
as a collection of countable units: computers, routers, and cable connec-
tions in between. But when the machines are plugged in and running, an 
accurate overall estimate of the network’s size, link texture, and growth 
dynamics has proved extremely difficult to achieve. A similar difficulty 
is experienced, at a different organizational layer, with the World Wide 
Web, where the units are web pages and the connections are URL links 
between them. Both the Internet and the World Wide Web, in fact, are 
heterogeneous, self-organizing networks, comprising many diverse and 
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differently behaving nodes, sensitive to nonlocal interactions and often in 
competition with each other for connectivity, which grow exponentially 
at different rates. Altogether, they obey an evolutionary principle irreduc-
ible to any kind of preconceived algorithm or blueprint. In such a system, 
local properties are not necessarily representative of global patterns, so 
the latter cannot simply be inferred by the former using conventional 
statistical tools.

An antidote against the puzzles of complexity came by theoretical 
physicists. In their hands, the Internet and the Web gradually lost any 
reference to individual behavior and turned into particular cases of the 
general construct of complex network, through which an impressive array 
of natural, technological, and social configurations—from U.S. electrical 
power grids to bacterial metabolic and neuronal networks—are currently 
being deciphered. At the same time, the ease with which web servers’ 
logfiles and connectivity data can be harvested for mining purposes led 
to placing a special experimental value on the Web itself, which was 
entrusted with the task of disclosing important details in the architec-
ture of complexity. The web topological structure, i.e., the number and 
distribution of links between the nodes, initially played the crucial role 
of the guinea pig, affording a good opportunity to gain a deeper insight 
into a wide range of critical issues, including the way users surf the Web 
and the ease with which they gather information; the formation of Web 
communities as clusters of highly interacting nodes; and the spread of 
ideas, innovations, hacking attacks, and computer viruses. In a step fur-
ther, theoretical physicists have recently shifted the attention from the 
static, structural aspects of networks to the dynamics of their evolution 
responsible for the emergence of a given structure by progressive addi-
tion or removal of nodes and links. A key role in this modeling exercise 
is played by the construct of “graph,” a mathematical structure made up, 
at simplest, of a collection of vertices or nodes connected by links called 
edges or arcs. Building on graph theory, scientists assimilated the Web 
to an oriented graph, with web pages as nodes and hyperlinks as edges 
standing for the interactions between the nodes. To develop an accurate 
and reliable stochastic model of the Web graph, to measure its width, to 
reduce it into manageable chunks, and to survey the behavior of the users 
passing through, have since become critical tasks in scientific and com-
mercial settings alike. The most basic questions, then, turned out to be as 
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follows: What kind of graph is the Web? What pattern, if any, is revealed 
by the hyperlink distribution among the nodes? Do the links tend to be 
evenly distributed? If not, why not?

In the late 1950s, when the Hungarian mathematicians Paul Erd�s 
and Alfréd Rényi supplied graph theory with a coherent probabilistic 
foundation, the conviction gained ground that complex social and natural 
systems could be represented, in mathematical terms, by random graphs. 
Unlike regular graphs (or lattices), where all nodes have the same number 
of links (or degree), each node of a random graph has an equal probability 
of acquiring a link, and the frequency distribution of links among nodes 
is conveniently described by an ad hoc probability distribution (the Pois-
son distribution). There exists, in random graphs, a dominant average 
number of links per node called the network’s “scale.” It is a sort of upper 
threshold that prevents the system from having nodes with a dispropor-
tionately higher number of links. In random graphs, moreover, nodes are 
not clustered and display statistically short distances between each other, 
whereas regular graphs tend to be clustered but with comparatively long 
distances between nodes.

As computerized data on technological, natural, and social networks 
became more and more available, the random-graph hypothesis under-
went a process of testing and critical scrutiny. Empirical evidence seemed 
to contradict the random model, in that it suggested the structure of 
complex networks was somewhere between a totally regular graph and a 
random graph. A landmark finding, in this regard, was made by Duncan 
Watts and Steven Strogatz who, in a 1998 Nature article, set forth a model 
of complex networks brushing up a construct until then confined to the 
neighborhoods of sociology: the small world.30 A small world is said to 
exist, in a social milieu, whenever members of any large group are con-
nected to each other through short chains of intermediate acquaintances. 
The strange story of this counterintuitive phenomenon bears witness to 
the winding course followed by some ideas in percolating through com-
monsense and literary or anecdotal evidence toward rigorous stages of 
scientific investigation in both social and physico-mathematical sciences. 
Let’s briefly review the basic steps.

1.  Common sense. It is an ordinary experience when two strangers meet-
ing by chance discover a common acquaintance, prompting them to 
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make the well-known comment, “It’s a small world, isn’t it?” It is 
likewise predictable that such an event will be more frequent among 
individuals belonging to “comparable” clusters, i.e., not divided by 
social barriers, such as race and class.

2.  Poetical and playful transposition of common sense. As early as 1929, 
the shrinking of the world on account of ever-increasing interpersonal 
connectedness was described by the Hungarian poet Frigyes Karinthy 
in a short story entitled “Chain-links.” Karinthy put in the mouth of a 
character the statement that at most five chain links, one being a per-
sonal acquaintance, would have sufficed to connect any two individu-
als in any part of the world. A similar belief, reinforced by subsequent 
experimental findings, generated the “six degrees of separation” myth, 
later made popular by theater, cinema, and parlor games. Scientists, 
for instance, invented the Erd�s number to express the collaborative 
distance of any author from the Hungarian mathematician Paul Erd�s 
(a scientist publishing an article in collaboration with Erd�s has Erd�s 
number = 1; a scientist publishing an article in collaboration with an-
other scientist having Erd�s number = 1 has, in turn, Erd�s number 
= 2, and so on). Similar indexes of proximity exist for the physicist 
Wolfgang Pauli, the ufologist Leonard Stringfield, and the Hollywood 
actor Kevin Bacon: in the game Six Degrees of Kevin Bacon, the focus 
is on actors costarring with Bacon and the goal is to find the shortest 
path from any actor to him.

3.  From common sense to social theory. Sociological research on small 
worlds dates back to the 1950s, when Manfred Kochen and Ithiel de 
Sola Pool transformed a topic of party conversation and recreational 
mathematics into a matter of rigorous scholarly inquiry. The authors 
recognized the incidence of the small world effect in shaping po-
litical influence and everyday life behaviors, as exemplified by the 
widespread practice of using friends (and friends of friends of friends 
. . .) in high places to gain favors or to get a job. But they went far 
beyond a simple qualitative inspection and put forward mathematical 
descriptions of social contact based on statistical mechanics methods, 
encompassing graph-theoretic models and Monte Carlo simulations. 
In a prophetic passage, they even hinted at “the tantalizing possibility 
that the small world phenomenon could shed light on the secret of how 
networks more generally give rise to emergent properties, such as the 
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higher mental functions of neural nets and their analogs in social nets 
or computer nets.”31 Draft manuscripts containing Pool’s and Kochen’s 
ideas circulated for over two decades before being published in 1978 
and likely contributed to creating the interest in small worlds of the 
American psychologist Stanley Milgram.

4.  Empirical foundations of social theory. In 1967, Milgram initiated a 
series of experiments to test the small world conjecture in real social 
networks.32 Although the validity of his experimental design and of 
subsequent attempts to replicate it has recently been questioned, his 
finding that, on average, the acquaintance chain required to connect 
two random individuals is composed of about six links, provided a first 
rough estimate of how small the world actually is or is supposed to 
be. It also generated a great deal of interest in the structural properties 
of social networks that had caused the world to shrink the way it did. 
A clue to the puzzle resolution came from the American sociologist 
Mark Granovetter, who levered on the observation that the social ties 
of an individual are not all equal: some are strong, comprising only a 
person’s close friends, most of whom are in touch with one another 
and form a densely knit set of social relationships; others are weak, 
pointing to a loose network of acquaintances, few of whom know one 
another. But each acquaintance is, again, enmeshed in a network of 
close friends, so that the weak tie between any two individuals is also 
a bridge between the respective densely knit clumps of close friends. 
The bridge would not exist if not for the presence of the weak ties op-
erating as critical paths for the flow of information between otherwise 
densely connected but substantially isolated cliques. Granovetter’s 
work went unnoticed for many years, but the path-shortening effect of 
weak ties he uncovered turned out to be crucial in ensuring the unity 
and cohesion of the entire social system.33

5.  Transposition of social theory in mathematical modeling and complex 
network theory. Watts and Strogatz showed that a complex network is 
a small world displaying both the highly clustered sets of nodes typical 
of regular graphs and the small path lengths between any two nodes 
typical of random graphs. They computed a characteristic path length 
and clustering coefficient for the small world network and recognized 
the importance of “short cuts,” that is, the few long-range edges 
topologically equivalent to Granovetter’s weak ties, which reduce 
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the distance between two nodes as well as between their immediate 
neighborhoods, neighborhoods of neighborhoods, and so on. Further 
experiments confirmed the small world features of the Web, where two 
randomly chosen documents were estimated to lie on average nineteen 
clicks away from each other.34 At a lower scale, a similar behavior has 
been observed within definite World Wide Web subsets, such as the 
web spaces of the 109 UK universities checked by Lennart Björneborn 
for the emergence of world-shrinking phenomena.35

Just one year after Watts and Strogatz’s paper, Réka Albert and Albert 
László Barabási issued an alternative class of models for the large-scale 
properties of complex networks.36 In some respects, their attempt to de-
scribe the mechanism behind network topology marks a turning point in 
the study of complex systems. It might be thought of as a paradigmatic 
change, if it were not for the fact that, at least from Derek Price onward, 
the bibliometric tradition had worked out a set of mathematical models in-
spired by quite similar principles in addressing the structural and dynamic 
aspects of bibliographic networks (of papers, citations, and authors).

Supported by empirical evidence drawn from databases spanning as 
diverse fields as the World Wide Web, the bibliographic citation network, 
and the author collaboration network in science, Albert and Barabási did 
not assume, as Erdös/Rényi and Watts/Strogatz had done, that the number 
of nodes in the graph model is fixed, nor that the probability of connec-
tion between two nodes is random and uniform. Networks, instead, grow 
by the addition of new nodes linking to already existing ones, and the 
addition is not random but follows a mechanism of preferential attach-
ment that replicates, on a larger scale, the Matthew Effect well known to 
bibliometricians: new nodes have a higher probability to link with highly 
connected nodes than with poorly connected or isolated ones. In more 
precise terms, the probability P(n) that a node has to establish a link with 
n other nodes is expressed by a power law of the form

 1
p(n) � 

na

The reader can easily notice the similarity of this formula to the alge-
braic expression of Lotka’s Law presented in section 4.2. Not surprisingly, 
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the degree exponent a is as important in characterizing the network’s be-
havior as Lotka’s exponent was in the classic bibliometric distribution, 
and a good deal of work is currently being done in estimating its value 
through empirical data on real-world networks. Meanwhile, the picture 
continued to enrich with further details. The connectivity scheme of more 
than 200 million web pages, examined in 1999 by a group of research-
ers from AltaVista, Compaq, and IBM, returned the snapshot of a Web 
clustered into qualitatively different domains displaying a curious bow-tie 
geometry.37 The experiment indicated also that, after all, the World Wide 
Web is not that small because the probability for any path between two 
randomly chosen documents to exist is only 24 percent. What appeared 
fully confirmed, on the other hand, is the fundamental large-scale valid-
ity of power law distributions also in the cyber-counterpart of classic 
bibliometric distributions: a few nodes seem to attract an unusually high 
number of links, compared to a much higher number of nodes that are less 
frequently connected, and a significant number of totally disconnected 
ones. The occurrence of power laws involves both the absence of a domi-
nant average value (the scale) for the system’s critical quantities and the 
stability of its mathematical description at different scales, thus resulting 
in what is commonly dubbed a “scale-free network.”

Not all complex networks, it is worth stressing, are scale-free, nor does 
a complex network evolve uniquely by addition of new nodes and links 
because removals and decline are likewise possible. Preferential attach-
ment, furthermore, generates a scale-free structure only when particular 
conditions are met. Yet the emergence of scale-free stationary states and 
preferential attachment processes in real-world networks highlights one of 
the crossroads at which science studies and new communication channels 
have met during the past few years, namely the quantitative analysis of 
the World Wide Web from a scientometric perspective. Like scientific au-
thors’ productivity patterns, citation distribution among papers, word dis-
tribution in texts, and many other natural and social phenomena involving 
a source–item relationship, the Web hyperlink structure exhibits a power 
law distribution: most nodes are expected to be poorly connected, while 
a small but significant set of nodes are likely to get a disproportionately 
higher number of links, thus working as hubs or connectivity providers for 
the entire network. The mechanism behind this structural collapse is not 
yet clear, but its analogy with Price and Merton’s success-breeds-success 
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or cumulative advantage process is evident in the preferential accumula-
tion of links controlling the formation of hubs. Skewed distributions of 
connectivity are the norm within the science communication system, so 
it is reasonable to expect that the models of the web graph worked out by 
complex network theories accomplish in the cyberworld a task similar 
to that of the Lotka/Bradford/Zipf laws in the classic bibliometric tradi-
tion, leading to the mathematical foundation of web indicators of impact, 
visibility, and excellence. Stated differently, if the Web is an evolving, 
complex network, with the characteristics of both a small world and a 
scale-free system, and if hyperlinks are assumed, at least in the aggregate, 
to indicate some kind of endorsement of the linked nodes just as citations 
do for scientific papers, then it should be possible to single out reference 
values for connectivity patterns against which the relative performance of 
World Wide Web subspaces could be evaluated.38 Needless to say, much 
more caution would be necessary here than in classic citation analysis: 
hyperlinks, as noted above, are not equivalent to bibliographic citations; 
the Web is not a carefully selected group of scholarly sources, nor does 
an instrument comparable to ISI citation index actually exist outside com-
mercial search engines, with all their limitations; furthermore, the above 
preferential attachment mechanism provides each node with an unequal 
chance of being selected in any sampling procedure, so here, too, the first 
step of inferential statistics, the generation of an unbiased sample of web 
pages, is a fairly complicated task.39

8.2.2. Citation Analysis in the Cyberworld: 
Hyperlink Network Analysis, Webometrics, and the 
Promise of Web Scientometric Indicators

Hyperlinks, just like bibliographic citations, are human artifacts that 
someone, somewhere, fabricates for supposedly definite motives. Thanks 
to hyperlinks, the web graph is something more than a mathematical 
abstraction: hundreds of millions of users worldwide move every day to 
and fro along the graph’s edges, and the type, quality, and effects of their 
encounters are necessarily conditioned by this labyrinth of prefabricated 
roads. Hyperlinks are technological constructs, but each time somebody 
creates and arranges them in a particular fashion, thereby lending support 
to a vast array of transfers of tangible (e.g., in commercial transactions) 
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or immaterial (information exchanges) goods, they turn into harbingers of 
social ties among the potential passengers: a computer network connect-
ing people, institutions, and knowledge is thus also, unavoidably, a social 
network.

Sociologists have long dealt with social networks among people, organi-
zations, and nation-states. Within the bibliometric tradition, Derek Price’s 
conceptualization of invisible colleges and the substantial empirical work 
on coauthorship and scientific collaboration patterns are true examples of 
quantitative insight into the structure of social networks latent in scien-
tific communities. As digitally interconnected microcomputers started to 
ascend the throne of scholarly desktops and lab benches, making avail-
able a new live publication platform, new sources of data (and metadata), 
and new web-based research tools, the same interest spilled over into 
computer-mediated communication systems. The network, then, came 
increasingly to represent not simply a communication facility, but a tool 
for building online collaboration platforms where new knowledge can be 
created, modified, and negotiated, in a sort of virtual laboratory without 
walls. The World Wide Web is a particular type of computer-mediated 
communication network; hence, it can be considered, in its own right, a 
social network of unprecedented magnitude and complexity, providing 
instant and decentralized support to a wide variety of loosely bounded and 
sparsely knit communities, which leave vague and provisional footprints 
of their operation in the hyperlink layout. The texture of hyperlinks con-
structed, maintained, and modified by website owners, whether individu-
als, organizations, or nation-states, is supposed to reflect their interests, 
objectives, and communicative commitments. So, whereas sociologists, 
at least since the 1970s, have been using social network analysis (SNA) 
to uncover the structural properties of the networks of relationships be-
tween actors in social spaces, the extension of SNA methods to the World 
Wide Web hyperlink texture—suggested by Michele Jackson as early as 
1997—has been quite seamless.40

The cyber-counterpart of SNA is called hyperlink network analysis 
(HNA). One of its typical objectives, comparable to the traditional search 
for leaders and brokers in social groups, is to check whether the hyperlink 
network is organized around central nodes, or websites that, often by 
virtue of their owner’s prestige or visibility, play the role of authorities 
or hubs for other nodes. Centrality measures are carried out, as in classic 
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citation analysis, by counting the number of ingoing (indegree centrality) 
and outgoing (outdegree centrality) links for a given website. In addition, 
centrality has an aspect of “closeness,” intended to single out the website 
with the shortest path to all others, and another of “betweeness,” which is 
meant to estimate a website’s “brokering potential,” that is, the frequency 
with which it falls between the paths connecting other sites. The reader 
will not be surprised to find, as the basic HNA dataset, a matrix similar 
to the citation matrix used, from Price onward, to dig out the structural 
properties of a bibliographic citation network, save that now the matrix 
cells are occupied by numbers representing the frequency of hyperlinks 
between two web nodes instead of citations between papers, journals, or 
authors. One of the possible ways to process the data matrix is cluster 
analysis, the same tool used by co-citationists to build science war maps, 
which enables the analyst to classify websites according to hyperlink 
connectivity patterns, so that central and periphery groups with different 
degrees of link density do eventually emerge.

HNA techniques have been promisingly applied in a series of case 
studies dealing with topics as diverse as e-commerce; social movements; 
and interpersonal, interorganizational, and international communication, 
altogether confirming the feasibility of web sociometric mining.41 A fur-
ther step, then, seemed quite natural in a scientometric perspective: even 
though it can safely be assumed that only a small percentage of hyper-
links are dictated by scholarly interests, the question arises of whether 
and to what degree links can be used, just like citations in quantitative 
sociology, as proxies for scientific communication flows and, from an 
evaluative standpoint, as building blocks of new, web-inclusive sciento-
metric indicators of research prominence. In other words, is it possible 
to derive from hyperlink analysis a meaningful insight into information 
exchanges among scientists, research groups, institutions, and countries? 
Can the quality or relative standing of a web unit (page, site, domain) be 
reasonably and unobtrusively estimated using quantitative link analysis? 
To what extent can the bibliometric notion of impact, traditionally depen-
dent on the assimilation of a scientific paper by a clear-cut community of 
specialists, be extended to such an anarchical milieu as the Internet, and 
to dynamic objects with such indefinite boundaries as web documents? 
And to what extent is the cybermetric impact correlated with research 
quality of the website owner as measured by independent, less unconven-
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tional performance indicators? These questions, while sounding familiar 
to anyone attending bibliometric literature, press bibliometricians to find 
new solutions to the old problem of research quality control. The label 
currently attached to this ongoing effort is “webometrics,” a deceptively 
familiar neologism.

Webometrics was born, as it were, on the shoulders of a giant—the 
nearly fifty-year tradition of journal-based citation analysis—with the 
ambition of looking beyond the giant’s view to see if, and under what 
conditions, fresh insights into scientific communication can be obtained, 
carrying to the extreme the citation/hyperlink analogy. In the French tradi-
tion of Callon and Latour’s epistemology, the Brazilian scientist Marcia 
Bossy struck out in this direction as early as 1995, suggesting that the 
digital network layer offered an unprecedented source of information on 
the scholarly sociocognitive activities that predate the formal publication 
output. The standard framework for tracking information flows among 
scientists could then be supplemented with new, sensitive measures of 
their symbolic status on the Internet.42 “The hypertextual nature of the 
web” as Cronin puts it, “means that the principles of citation indexing 
can be applied much more widely than at present. Web-based retrieval 
systems will allow us to go beyond traditional citations and track ac-
knowledgments, diffuse contributions, and other input measures.”43 The 
trail, after all, was already blazed: it could have sufficed, at the outset, to 
replace the old information units—articles, books, citations—with web 
pages, websites, and links from carefully “controlled” sources, namely 
universities’, departments’, research institutes’, and individual scientists’ 
web spaces. Accordingly, the terminology had to be slightly adapted: an 
outgoing link from a web page becomes an outlink (bibliographic refer-
ence), an ingoing link, instead, is an inlink (citation), both terms obviously 
being perspective-dependent for a link between two given pages; a self-
link is a link from a web page to itself (self-citation); two pages are co-
linked when both have inlinks from a third page (co-citation), while they 
are co-linking if both have outlinks to a third page (bibliographic cou-
pling). Commercial search engines, in particular AltaVista, with its ability 
to retrieve pages containing outlinks to a given page, supplied a tool of the 
trade roughly comparable to ISI citation indexes. A similar use, theorized 
in the mid-1990s by Rodríguez i Gairín and Don Turnbull,44 was tested 
by Ray Larson in his exploratory attempt to map, with co-citation analysis 
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techniques, the intellectual structure of a World Wide Web subset across 
the fields of earth sciences and geographical information systems, and by 
Peter Ingwersen in his seminal calculation of a web impact factor.45 Al-
taVista searching facilities (and limitations), moreover, were instrumental 
in Judit Bar-Ilan’s attempt in 1997 to investigate the applicability of clas-
sic bibliometric laws to news items appearing in Usenet newsgroups on 
mad cow disease immediately after its outbreak.46

The extension of well-established informetric methods to the World 
Wide Web eventually placed webometrics on a solid launchpad because, 
as stated by Almind and Ingwersen, it allowed “for analyses to be carried 
out almost in the same way as is traditional in the citation databases.”47 
That is why, from the very beginning, link analysis made its way toward 
the same research posts attended by bibliometrics and classic citation 
analysis, further emphasizing the elective affinities between the evalu-
ative use of citation/link statistics and their practical application to the 
enhancement of web information retrieval systems. Two analytical tools 
bearing witness to this kinship are co-links and co-words statistics.

After Larson’s seminal clustering experiment, the statistical analysis of 
co-linked web units has found applications as diverse as48

a.  determining the patterns of relationships between multiple web spaces 
“closed” with respect to a particular theme

b.  mapping the network of connections among European academic insti-
tutions (Xavier Polanco calls this “co-site analysis”)

c.  comparing, in a business intelligence perspective, the relative positions 
of competing companies

d.  identifying the graph “signatures” of emerging web communities gath-
ering virtually around a specific issue

e.  investigating the patterns of relationships among a certain number of 
institutions participating in the self-organization of the European In-
formation Society

f.  enhancing the ranking algorithms and the algorithms for retrieving 
pages thematically related to a starting page

g.  experimenting with semiautomatic metadata propagation methods for 
improving the search for specific information on the Web

h.  classifying academic blogs on a given subject (having previously 
wiped out nonsubstantive links)
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Likewise, Web co-word analysis has served both sociological and in-
formation retrieval goals. An advanced algorithm of co-word mapping, 
for example, has been introduced by Prabowo and Thelwall for automati-
cally tracking subjects within broader topics in ongoing debates, and the 
co-occurrence of key words in national and top level domains has been 
used by Leydesdorff and Curran to identify the connectivity patterns of 
the “Triple-Helix” (government/university/industry).49 In the information 
retrieval arena, instead, a multivariate analysis of word pairs occurring 
in web search engines’ user queries has been tested to enhance ranking 
algorithms,50 while Polanco’s team has suggested outstepping classic web 
page co-word techniques by co-usage analysis (i.e., the number of times 
two documents are referred to in a user query), so as to facilitate the 
identification and visualization of usage and searching behavior patterns 
in free online databases.51 Notwithstanding their walking side by side, 
however, Web information retrieval and webometrics address different 
tasks and are expected to comply with quite distinct sets of theoretical 
obligations. Whereas the former is primarily concerned with enhancing 
the probability that a user will extract the most relevant information out 
of a digital morass, the latter points to socially relevant measures (of in-
fluence, impact, quality, and visibility) and makes one wonder what the 
computed quantities signify and whether they actually measure what they 
were supposed to measure.

At its simplest, a rough estimate of the impact of a website or the 
ranking of subject-related websites according to the number of inlinks is 
obtained, like the ISI IF of journals, by drawing a core list of top source 
sites, indexing their outlinks, and classifying the results by “sitation” fre-
quency.52 At a higher level of comprehensiveness, relying on the ability of 
AltaVista-type search engines, such as Yahoo! Search and Windows Live 
Search (formerly MSN Search) to count the number of web pages linking 
to at least one page of a given website, bibliometricians have been specu-
lating on the properties of a numerical index, a sort of cybermetric equiva-
lent of Garfield’s IF, useful for the comparative evaluation of websites’ 
performance. The web impact factor (WIF) of a site or area of the Web, 
introduced in 1998 by Ingwersen, may be defined, in perfect symmetry 
with the journal IF, as a measure of the frequency with which the “aver-
age” web page of the site has been linked at a certain time. In the most 
accredited formulation, it is the ratio between the number of web pages 
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linking to that site or area (self-links excluded) and the number of pages 
it contains (as indexed by the search engine) at a given point in time.53 If, 
for instance, at time t, the total number of link pages (self-links excluded) 
to the site S is I = 100, while the number of web pages published in S that 
are indexed by the search engine is P = 50, then

WIF(S) � 
I
 � 

100
 � 2

 P 50

This apparently straightforward measure, upon closer inspection, is 
affected by methodological shortcomings that reach far beyond the tech-
nicalities of its calculation to involve the crucial issue of data collection 
methods on the Web for informetric purposes. Where do link data come 
from? How reliable and valid are the tools for gathering them? That is to 
say, to what extent are the results reproducible under different conditions 
by different collectors? And to what extent do those results actually ad-
dress the phenomenon they are meant to describe?

A major obstacle to answering these questions is the inability of com-
mercial search engines to restore a reliable and consistent picture of global 
and local connectivity rates over time. This is because of a number of 
structural limitations, three of which appear especially severe.54

1.  In spite of the exponential growth of the body of indexable documents, 
search engines crawl and index only a small portion of the World Wide 
Web. A striking demonstration of this coverage deficiency is, for in-
stance, their technical inability to account for the “invisible Web,” a 
virtually infinite no-man’s land where provisional hospitality is given 
to a wide array of hardly classifiable materials, such as web pages 
subjected to crawler exclusion criteria or screened by access restriction 
policies, and the hundreds of millions of dynamic web pages returned 
daily by web database servers in response to user queries.

2.  Different search engines use distinct crawling algorithms, notoriously 
opaque to the user, which strongly affect their effectiveness in trawling 
sites, pages, and links across World Wide Web subdomains.

3.  The overlapping between competing search engines’ databases is 
small, and thus results obtained by collecting data from multiple 
sources are difficult to compare. Even within the same database, more-
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over, average daily fluctuations exist, causing a marked instability in 
the results.

Coverage and timeliness, it is worth remembering, are not as crucial 
issues for search engine programmers as they are for informetricians 
because of the prevailing market-driven interest of the former. After all, 
a search engine is primarily expected to supply the general user with 
the most relevant information in response to a query rather than to span 
the universal knowledge network. Hyperlink counts, therefore, are to 
some extent an artifact of proprietary (and secret) crawling and indexing 
algorithms, whose biased and time-dependent output results in an ever-
changing snapshot of an ever-changing landscape. As we shall see below, 
commercial search engines are not the sole viable data-gathering tool, nor 
is their use mandatory in academic web studies, but if web-scale research 
is to be conducted, they still represent a fast track for experimenting on 
very large datasets.

Even if the above shortcomings were minimal and search engines had 
no coverage biases, the WIF would still leave much to be desired as a 
webometric measure. Both the numerator and the denominator of the 
WIF formula are difficult to define unambiguously, and the ambiguity 
is closely related to the assumption that web pages are the best counting 
units. This assumption is patently weak. It is not immediately clear, for 
instance, what to count as an inlink in the case of web pages belonging to 
sites of cognate institutions (a link from the site of a university to that of 
an affiliate department is an inlink or a self-link?). Similarly, the number 
of web pages at the denominator is not a reliable estimate of the share of 
linkable web resources; it can be spuriously inflated by a huge number 
of unlinkable files, and the page formats can influence it in that a single 
document, for example an online HTML book, may be hosted as a single 
page or split into 100 pages for increased readability, weighing into the 
calculation either as 1 or 100. Over and above that, the choice of web 
pages as counting units causes link frequency to manifest quite different 
properties than conventional citation frequency of scholarly journal pa-
pers, as is clear from the following example. If a paper in journal A cites 
two papers issued by journal B, the latter’s IF increases by two, whereas if 
a web page in the site C links two different pages of the site D, the latter’s 
WIF increases by just one unit. Conversely, if a single paper in journal 
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A cites two times, at different pages, a paper published in journal B, the 
latter’s IF increases by just one, whereas if two web pages in the site C, 
even though belonging to the same institutional or conceptual unit, link 
the same page of the site D, the latter’s WIF increases by two units.

Not only do web pages not exhibit the same bibliometric status as 
journal papers, but they also display a completely different pedigree 
in terms of structural properties and stability. Web pages often lack a 
definite authorship and, given the low level of standardization, the use of 
codes in their creation, for example HTML tags, is subjective and variable 
from page to page. Web pages’ half-life, too, is extremely variable; they 
come and go; change name, address, structure, and text content; and the 
variation rates of all these elements are different for different categories 
of materials.55 As a result, quantitative analysis can be performed only 
asynchronously, on a sample that is temporally and qualitatively shifted 
with respect to the original, while the construction of time series for lon-
gitudinal studies has severe limitations, being restricted to data collected 
within the scope of gigantic online archival projects, such as The Internet 
Archive Wayback Machine (www.archive.org).

Content variability and structural instability imply that the initial stage 
of any webometric analysis, namely the collection of raw link data, is 
inherently problematic, and the scenario is much worse here than in clas-
sic bibliometrics. For a citation analyst, in fact, the data—the totality of 
documents referenced in the articles of ISI-covered journals—are pack-
aged and ready for use. Even though one might question the bias inherent 
in the data being derived from ISI journal selection policies, they secure 
a sound and relatively stable starting point for any bibliometric analysis, 
letting the differences emerge at the level of data usage and hypothesis 
testing. Webometrics, by contrast, works on network data “constructed,” 
filtered, and reengineered each time a specific study is underway.

Amid this perplexing array of issues, link analysts are trying to calibrate 
the observation instrument and define more reliably the unit of analysis 
in order to exert a better control over the experimental setting. On the 
one hand, they set aside the ready-made ratings supplied by commercial 
search engines and manage to build their own web crawlers for trawling 
carefully selected areas of the Web in a “domesticated” environment. 
Since 2000, by way of illustration, the Academic Web Link Database 
Project set up by the Statistical Cybermetrics Research Group at the 
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University of Wolverhampton has been collecting, through a homemade 
distributed web crawler, university link data relative to the academic web 
spaces of New Zealand, Australia, the United Kingdom, Spain, China, and 
Taiwan.56 At the same time, webometricians discard web pages as the sole 
analytical target and resort to heuristic methods to identify that indissolu-
ble piece of coherent material that properly constitutes a “web document.” 
Mike Thelwall’s “Alternative Document Models (ADMs),” for example, 
allow modulating link analysis by truncating the linking URLs at a higher 
level than that of the web page: the directory (all pages in the same direc-
tory are counted as one link target), the domain (all pages with the same 
domain name in their URL are counted as one link target), and the site 
(all pages belonging to subsites with a specified domain name ending are 
counted as one link target).57 Here, also, as in the advanced bibliometric 
methodologies reviewed in chapter 6, the appropriate unit of investigation 
has been located mostly at the level of the scholarly institution, above all 
the university web space.

A recent experiment in large-scale webometric analysis is the Webomet-
rics Ranking of World Universities (www.webometrics.info), launched in 
2004 by the Cybermetrics Lab, a research group belonging to the Centro 
de Información y Documentación (CINDOC) of the Spanish National 
Research Council. The site ranks web domains of academic and research 
organizations worldwide according to volume, visibility, and impact of 
their content. The WIF is employed to capture the ratio between visibil-
ity, measured by inlink rates returned by commercial search engines, and 
size, measured by number of hosted web pages. Two additional measures, 
dubbed “Rich File” and “Scholar” indexes, are introduced to capture, re-
spectively, the volume of potentially relevant academic output in standard 
formats (Adobe Acrobat .pdf, Adobe PostScript .ps, Microsoft Word .doc, 
Microsoft Powerpoint .ppt) and the number of papers and citations for 
each academic domain in Google Scholar.58

On a smaller scale, Thelwall and colleagues’ methodology of link anal-
ysis zooms in on the patterns of connections between selected groups of 
academic sites at the national level. “Analyzing the interlinking between 
universities within a single country—they assert—offers the perfect scale 
for a study. The number of objects to analyze (one site per university in 
a country) is manageable and counting all links to a whole university site 
seems to give a sufficiently high level of aggregation to produce reliable 
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results.”59 University websites have been found to be relatively more 
stable than other cyber-traces in longitudinal studies, and, despite a large 
variability at the level of the individual institution, a relative stability of 
their inlink and outlink rates is also documented.60 Thus, if the research-
oriented nature of academic institutions is also taken into account, it is 
quite reasonable to expect their linking policy to be in some measure 
driven by their intellectual mission. But if this holds true, then it might 
also be asked whether the counting of links between different academic 
institutions correlates in any way with independent indicators of research 
performance, notably peer-reviewed research ratings, publication produc-
tivity, and citation rates. Such a correlation has been actually observed in 
some cases, and the closer the web pages are to research-related interests, 
the stronger appears the correlation,61 but no causal relationship has ever 
been established thereafter. Although the reputation and visibility of an 
academic institution are partially reflected in the “sitation impact” of its 
website, no evidence exists, so far, that link rates might be determined 
by (or used as an indicator of) research performance. Web visibility and 
academic performance are, once and for all, different affairs.

It is nothing but a déjà vu in the manifold lives of the citation/link that, 
faced with the difficulty of interpreting the quantitative patterns disclosed 
by statistical analysis, bibliometricians resort to more qualitative tools of 
inquiry, such as direct surveys of webmasters’ “reasons to link” or hy-
perlink context and content analysis, to investigate the psychological side 
of the link generation process. This kind of analysis has been extended 
to a variety of areas, both academic and commercial, yielding the quite 
expectable outcome that, even in academic websites, links serving a strict 
scholarly purpose are rare. For the most part, indeed, they are meant to 
facilitate navigation toward quarters of loosely structured and generically 
useful information, or to suggest related resources for reasons broadly 
connected to research and educational interests. Sometimes they even do 
not perform any conceivably sociocognitive function, a circumstance all 
the more true if one thinks of many academicians’ personal web pages.62 
Links alone, then, just like bibliographic citations alone, do not seem suf-
ficient to pin down critical communication patterns on the Web, and their 
statistical analysis will probably follow, in the years to come, the same 
path of citation analysis, establishing fruitful alliances with other emerg-
ing qualitative and quantitative outlooks over the web landscape.
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At the terminus of this long journey across bibliometric literature, a 
strange aftertaste arises from the impression that, at least as far as its flair 
for the use of citation analysis in research evaluation is concerned, the 
space of biblio/sciento/informetrics and its immediate vicinity seem per-
petually placed on the edge of a theoretical precipice, a sort of Manichean 
attitude that drives any would-be inhabitant toward an exclusive choice: 
either you do believe—that citations are Mertonian, that the skewness of 
their distribution is not a problem, and so on and on—or you don’t. If you 
do, then you join the club of those allowed to gather the streams of evi-
dence gushing from citation databases and to pack them into the polished 
dress of a paper showing off Scientometrics (or similar) brand identity. 
If you don’t, then everything falls apart, you’re not allowed to judge a 
researcher by the times he or she gets cited, you cannot trace schools or 
research fronts by patterns of co-citations, and those who believe become 
a tribe of number-crunchers who count the uncountable for a living. Even 
the SCI itself, then, turns into a Yankee database that perpetuates “the 
myth of Garfield and citation indexing.”1

Manicheism vanishes if things are placed in historical perspective. The 
availability, beginning in the 1960s, of an interdisciplinary citation index 
for the sciences was a unique occasion for various categories of profes-
sionals: for information scientists willing to experiment with automatic 
indexing techniques alternative or complementary to keyword indexing; 
for historians and sociologists seeking factual evidence about the struc-
ture and dynamics of disciplinary scientific communities, as well as on 
the winding pathways followed by ideas in their historical evolution; for 
mathematicians eager to face the challenge of modeling, within the frame 

Conclusions
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of the fractal theory of complexity, a kind of information process in which 
one item (article) can have many sources (articles referencing it); and 
for science policymakers interested in supporting (or justifying) critical 
decisions with sound quantitative arguments on research productivity and 
performance. Though the original motivation—to improve information 
retrieval—is historically at the origin of citation indexing, early on the 
sociological and political value of citation statistics occupied a prominent 
place on the research agenda.

The philosophical inspiration of the pioneers in pursuing the above 
lines of inquiry, however, faded gradually into the background. Bernal’s 
radical project to overturn the journal-based publication system, Price’s 
vision of a detailed war map of science at the service of government bu-
reaucrats planning their maneuvers, Garfield and Small’s encyclopedic 
view of scientific literature as an integrated whole joined together by 
cross-disciplinary bibliographic links, were superseded by the concrete 
deployment of the scientometric arsenal they had made possible. Whereas 
Bernal’s input would eventually find an ideal continuation in the open 
access movement, the citation machine set into motion by Garfield and 
Small led to the proliferation of sectorial studies of a fundamentally 
empirical nature. Despite the lack of a general agreement on a theory of 
science providing clear guidelines for the construction of scientometric 
indicators, subsequent bibliometricians simply took for granted the cog-
nitive value of bibliographic citations and, without worrying too much 
about epistemological dilemmas, handled them in compliance with the 
same blueprint followed by other social scientists in cognate areas. First, 
a clearly delimited problem is defined in such a way that its solution is 
affordable without resorting to divination; then, data are collected by 
means of the existing tools (online databases), without imposing on them 
any a priori interpretative scheme, yet with a series of tacit assumptions 
about “how things work”; and finally, provided the twisting effect of the 
observation instrument is made explicit, data are processed by means of 
statistical techniques and a plausible, more or less refined, mathematical 
model for the explanation of the results is searched for.2

Taken individually, bibliographic citations do not necessarily imply 
impact or influence or any other kind of quality-driven relationship be-
tween the cited and citing authors. Unless one is dealing with self-evident 
occurrences of breakthrough science, their resolution is too low to ensure 
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the singling out of individual excellence across the crowds of dwarfs 
thronging the neighborhood of science. If, on the other hand, their ag-
gregate behavior is investigated in a tightly defined experimental setting, 
and with all the caution necessary to keep the mathematical oddities of 
a skewed universe under control, then their ability to capture one of the 
many conceivable facets of scientific quality shows up. And even so, a 
conviction is widely shared that the best results are still obtained by the 
application of different evaluation techniques. As passionately advocated 
by Moravcsik almost twenty-five years ago, to get the best out of their job, 
scientometricians, no less than other categories of social scientists, have 
to learn to live in a multidimensional world.3
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