1 Historical Linguistics
' Theory and Method

Mark Hale

( Blackwell
#) rvubiishing



© 2007 by Mark Hale

BLACKWELL PUBLISHING
350 Main Street, Malden, MA 02148-5020, USA

2600 Garsingron Road, Oxford OX4 2DQ, UK
550 Swanston Street, Carlton, Victoria 3053, Australia

The right of Mark Hale to be identified as the Author of this Work has been asserted in
accordance with the UK Copynght, Designs, and Patents Act 1988,

All rights reserved. Mo part of this publication may be reproduced, stored in a retrieval
system, or transmitted, in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, except as permitted by the UK Copyright, Designs, and Patents

Act 1988, without the prior permussion of the publisher,

First published 2007 by Blackwell Publishing Ltd

1 2007

Library of Congress Cataloging-in-Publication Data

Hale, Mark, 1936-
Historical linguistics : theory and method / Mark Hale.
p. cm. — (Blackwell textbooks in linguistics)
Includes bibliographical references and index.
ISBN-13: 978-0-631-19661-7 (hardback)
ISBIN-13: 978-0-631-19662-4 (pbk.)

1. Historical hinguistics. [, Title.

P140.H345 2007
417" 7—dc22
2006025716

A caralogue record for this title is available from the British Library.

Sct i 10/13pr Sabon

by Graphicraft Limited, Hong Kong
Printed and bound in [Country of Printing|
by [Name and Address of Printer]

The publisher’s policy i1s to use permanent paper from mills that operate a sustainable
P pohicy P pap P

forestry policy, and which has been manufactured from pulp processed using acid-free
and elementary chlorine-free practices. Furthermore, the publisher ensures that the text
paper and cover board used have mer acceptable environmental accreditation standards.

For further information on
Blackwell Publishing, visit our website:
www,blackwellpublishing.com



Contents

Inrroduction

il

Part I: “Language” and “Language Change”: Preliminaries 1
1  What is “Language”? 3
1.1 Svynchronic “Language” vs. Diachronic “Language™ 5

1.2 “Language” as a Synchronic Object 8

1.3 *Language” as a Diachronic Object 15

1.4 Discussion Questions and Issues 17

2 Linguistic Artifacts: Philology 19
2.1 Ohbjects vs. “Texts” 19

2.2 “Texts” and “Languages” 23

2.3 Discussion Questions and Issues 26

3 What is a “Descent” Relationship? 27
3.1 The Nature of Linguistic “Descent” 27

3.2  Further Remarks on “Change” 33

3.3 Diffusion 35

3.4 Conclusion 47

3.5 Discussion Questions and Issues 47
Part II: Phonological Change 49
4 Galilean-Style Phonology 51
4.1 The Grammar, Production, and Perception 53
4.2 What is a “Phonological Object™? G0

4.3 Phonological Change 62
4.4 Discussion Questions and Issues 67

5 The Traditional Approach 68
5.1 Marshallese Historical Phonology 68




VI Contents
5.2 Summary of Marshallese Developments
from Proto-Micronesian 29
5.3  Discussion Questions and lssues 39
6 In-Depth Consideration of Selected Issues 91
6.1  Phonetics, Phonology, and Sound Change I
The Marshallese Velars 91
6.2 A Digression on the History of Research 97
6.3 Phonetics, Phonology, and Sound Change 1I:
The Marshallese Vowels 108
6.4  Phonological Change without Phonetic Change 119
6.5 Discussion Questions and Issues 123
7  The Regularity of Sound Change 124
7.1 The Neogrammarian Hypothesis 124
7.2  Conclusion 144
7.3 Discussion Questions and Issues 145
Part III: Syntactic Change 147
8 What i1s Syntactic Change? 149
8.1 “Regular” Syntactic Change 149
8.2 Some Comments on Lightfoot’s Model of
Parametric Change 161
8.3 *“Lies, Damn Lies, and Statistics™: Some
Models of Variation and Change 172
2.4 Conclosion 192
8.5  Discussion Questions and Issues 193
9 The Diachrony of Clitics: Phonology and Syntax 194
9.1 Wackernagel's Law: Traditional Diachronic Synrax 194
9.2 What Can('t) be a Clitic? 212
9.3 What Can{’t) be a “Svnractic”™ Clitic? 213
9.4  Discussion Questions and lssues 221
Part IV: Reconstruction Methodology 223
10  Reconstruction Methodology 225
10.1  Introduction 225
10.2 The Genetic Hypothesis 226
10.3  Trivial vs. Nontrivial Innovations 229
10.4  Subgrouping 233
10.5 Democracy and Reconstruction: Is “Majority
Rules™ a Principle? 240)



Corntents vil

10.6 Recent Criticisms 242
107 “Realist™ and “Farmalist™ Views of Reconstruction 244
108 Final Remarks 252
10.9  Discussion Questions and Issues 254
Part V: Concluding Remarks 255
11  Synchronic and Diachronic Linguistics 257
11.1 The Mirage of Apparent Identity 257
11.2 Conclusion 260
11.3  Discussion Questions and Issues 261
References 262

Index 267




Introduction

While Geoffrey Pullum has pointed our that it is bad form to introduce a talk -
and, one assumes, by extension, a book = with an apology, I have to introduce
this book with two.' First, much of this introduction would really much more
appropriately be called a “Preface.” I have nevertheless included this material in
this Introduction because in my experience students rarely, if ever, read prefaces,
and 1 think thev should read this material (which is why, after all, I've written
it). Ot course, many of them don’t read introductions either, and some of them
appear not to read textbooks at all, but I hope all of the preface-reading scholars
out there will forgive the slight stylistic infelicity of the Preface sneaking into
the Introduction with the understanding that I may have increased student reader
ship a few percent by this maneuver,

I had originally subtitled the book “Five Lectures,” even though none of what
follows was ever delivered, in anything like the form they have here, as a lecture.
Indeed, it seems to me that if I attempted to deliver any of the five parts of this
book as actual lectures, it would take me many, many more hours to deliver the
material than any audience could reasonably be expected to endure — even given
the rather loose standards used in academia in this domain.

Why then did I nearly choose this obviously misleading label? This is, I fear,
a rather long story. The material which follows began to take shape in the mid-
1990s, It is almost certainly a decade later than that now, as vou hold the book
in your hands. The book has not been dormant during most of this decade, but
was rather subject to regular, but generally unsatistying, rewrites, reorganizations,
and reconceptualizations. It has long plagued me just why, precisely, this book,
which concerns material near and dear to my heart, material to which 1 have
dedicated much of my adulc life, has proven so difficult to bring to fruition. In
the end, 1 have concluded that a major problem with much of what 1 had
written was that it was not in my own voice — Le., when I myself read it, it did
not sound like I would have said those things in that way. Doubtless at least

' By the time it's over, the reader will probably feel T should have apologized for a lot

more stuff, I'm afraid. But I'll limit myself to two art this point.
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part of this disconnect arises because my own native dialect is somewhat distinet
from that of modern North American academic prose.

By using the label “lecture™ I intended to prepare the reader for the often
informal nature of the prose which will follow, as well as for the essentially
concept-driven (rather than data-driven) nature of much of the exposition. The
positive side-effect of this is that the book should be a relatively easy read. In
any event, it appears that this is the tone I feel comfortable using in discussing
these matters, and if at least I am to enjoy this book, it 1s the tone which it must
have. If you are a stickler for the niceties of academic prose style, you will be
dismayed, time and time again, by what follows.

The greatest risk that arises in writing a book of this type in relativelv collo-
quial style, and doubtless the impediment to my applying this solution years
ago, 1s that the book will appear more superficial in content than is, I hope, the
case. My goal here is to deal with issues of some complexity in relatively
straightforward language. This may not in fact be possible — the invitation by
use of colloquialism to interpret technical terminology as evervday usage may
constantly impede coherent interpretation of what tollows, though of course
I sincerely hope that it does not.

The optimal reader of this book would probably have been exposed to the
basic methods and practices of historical linguistics — sound change and recon-
struction problems, issues in subgrouping, and the like — as well as to the basics
of modern theoretical linguistics.” In general, I think of this book as a maximally
useful follow-up to the type of historical linguistics to which one might be exposed
in a good “Introduction to Linguistics” course, or perhaps in a one-semester
undergraduate “Introduction to Historical Linguistics™ course, or for the student
who has worked histher way through one of the standard, brief, introductory
textbooks to the feld. While [ realize that most historical linguists would be
loath to sacrifice the already limited time allotted in a standard historical intro
course to material which goes beyvond that of the standard texts, as this one clearly
does, it is my hope that the kinds of issues raised in this volume would spark the
kind of serious “big-picture” consideration of the technicalia introduced in the
course of the semester which would allow students to come to a much deeper and
more Armly-grounded understanding of the historical linguistics enterprise.

The book should not, however, be used without serious consideration of the
tollowing fact: virtually no one agrees with most of what follows, whether they
come primarily from the “theoretical”™ or “traditional™ sides of the historical
linguistics continuum, If vou are an instructor seeking a textbook for purposes
of the type outlined in the preceding paragraph, do not hastily grab this book
based on its size, price, writing style, or overall simple appearance thinking
vou've found the perfect solution to vour texthook needs UNLEss you're pre-
pared to engage with the controversial ideas which are presented here. This

9

= A sketch of the latter can be found in Hale and Kissock’s introductory textbook,
available at hrep://modlang-hale.concordia.ca/LING200.html.
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book does not depict the current “state of the art™ of advanced or intermediate-
level thinking in historical linguistics, nor does it attempt to.

To say that the ideas presented are controversial, or not widely accepted, is
not of course to admit that they are not valid or useful. They represent my best
thinking on the martters over a period of many vears or | wouldn’t have pre-
sented them here. My hope, of course, is that every one will be convinced by the
arguments in the pages that follow, but somehow I'm thinking that that’s not
all that likely. Failing that, I would hope that anyone teaching or taking a historical
linguistics course would find it enjovable and stimulating to work through the
arguments presented here, discovering or exploring the sources of their disagree-
ments with me and with one another, The field of historical linguistics is vital and
exciting. While this book certainly under-explores many of its interesting areas,’
it is my hope that it shines some light on aspects of historical linguistics which,
while less quaint, may reveal a deep and engaging connection between the work
of the historical linguist and that of histher theoretical colleagues.

If vou've glanced at the table of contents, it will already be apparent to you
that this book does not treat in detail all aspects of historical linguistics. Indeed,
it is highly selective in the issues it considers. I am hoping that the logic behind
the selection of the areas discussed will become clear as the reader makes his or
her wav through this text, but in case I'm wrong, I'll give a sketch of what's
included, and why, here in the Introduction.

As hard as it mav be to believe, I am not myself omnicompetent. In writing a
textbook one has only a few choices about domains which seem appropriate for
coverage but which also happen to fall outside one’s own core competence. One
can enlist the aid of a competent colleague to read and reread one’s many
incompetent draft treatments of the matter, slowly shaping them into something
at least superficially competent; one can insist that the areas don’t really matter,
and skip them: or, one can acknowledge the significance of the areas in question,
confess to one's own limited competence in these areas, and let the responsible
instructor (or reader) seek out competent materials as a supplement. T have
generally taken the third road in this situation, in some cases with what I think is
a pretty good excuse for my own incompetence (e.g., in the areas of diachronic
morphology and diachronic semantics).*

The focus of this book arises in part from my observation, made over many years
of teaching and studying the field of historical linguistics, that in many depart-
ments, particularly those (the vast majority, I might add) which focus primarily

* For example, people are usually fascinated by etymologies, especially unusual or cute

ones, and surprising genetic affiliations, and the like. I myself love a good etymology, or
a surprising genetic wrinkle. It is not rhese pleasures, however, that this book treats.
Ample cases of such phenomena come readily to hand to most historical linguists and, in
any event, tend to heavily populate most introductory texts on the subject.

* These excuses require some relatively extensive foundation and thus will not be

offered at this time.
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upon training in contemporary theoretical linguistics, the usually required course
on historical linguistics runs the risk of appearing seriously disconnected from
the bulk of the training being provided to the students. Such courses seem to
share little with theoretical phonology and syntax aside from the fact that they
concern “language” in some way (and even in that domain the similarity is at
rimes more apparent than real, as discussed in chapter 1 of this text).

In spite of this apparent disconnect between the study of core theoretical
domains such as phonology and syntax in their synchronic and their diachronic
aspects, 1 believe that the issues confronted in the two approaches to the study
of linguistics are in fact tightly intertwined, though often not in the way pro-
ponents of one or the other approach seem to believe, It is in large part to the
clarthcation of the relationship between these two interlocking enterprises that
I turn in this book. I hope that the following pages will make it clear that
diachronic linguistics has a central role to play in the discussion of fundamental
issues in contemporary linguistics,

As one trained in the methods of traditional historical linguistics, it has been
possible tor me, in the course of the past two decades, to test the ethcacy of those
methods empirically in several very distinct and well-defined contexts, making
use of everything from archaic Indo-European texts to newly published Oceanic
language materials. It is unfortunately not possible to convey to those who have
not themselves engaged in primary historical work in relatively uncharted waters
just how remarkably productive and precise these traditional methods are. Their
usefulness became particularly clear to me as new dictionaries of various Oceanic
languages have appeared in print. After examining 20 or 30 carefully selected
lexical entries in such dictionaries, 1 was able to deduce with a high degree ot
accuracy the phonological shape of dozens and dozens ot additional lexemes. This
ability is to be traced to my familiarity with the phonological shape of lexemes in
the ancestor of these languages, Proto-Oceanic. The hypothetical phonological
shape of these lexemes is itself a product of the application of the Comparative
Method. Given a dictionary of a language of South America or a (non-Indo-
European) language of Central Asia — language areas for which I possess no
knowledge of the shape of lexemes in the relevant protolanguages — I would fare
no better than chance at such predictions. It is ditficult to escape the conclusion
that the methods of the traditional historical linguist must have embedded within
them some fundamentally accurate assumptions about the nature of language
change and, therefore, perhaps, about the nature of language itself.

Like many historical linguists, however, I recognize that my ability to generate
accurate empirical predictions regarding the morphology of a previously unstudied
Oceanic language will, while still being better than my abilities in the South
American or Central Asian case, lag considerably behind my abilities in the
phonological domain. Moreover, even if [ were lucky enough to have obtained a
dictionary which was richly illustrated with example sentences (a rarity, in Oceanic
languages as elsewhere), allowing me to deduce basic aspects of the syntactic
structure of the language, my ability to generate predictions about the svntax of
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that language from a few well-selected examples would probably be no better
than my abilities in the case of a language from South America or Central Asia.
That is, any predictions | could generate would be based on my ability to do a
syntactic analysis of the language, not on my knowledge of the basic syntractic
structure of Proto-Oceanic and how that structure might have developed into
that of the language under study. If we recognize that my skills in the phono-
logical domain are based on an accuracy embedded within traditional methods,
we must recognize as well that my failures in the morphological and syntactic
domain mayv reflect some fundamental weakness of our methods in those domains.

In seeking to understand where this weakness might lie — or whether it might
best be sought in something essential in the nature of the phenomena (morpho-
logical, syntacric vs. phonological) themselves = T felt that I needed to develop
a conception of why the method worked so well in the phonological case (and
why it did not aluwrays work even in this domain). This proved to be rather more
ditficult than T had first anticipated when I set myself the task, principally
because those historical linguists who had done the clearest and most insightful
work on the historical phonologies of specihe languages or language tamilies
have been relatively silent about why and how they thought the method worked
— the method appeared to have been shaped more by pragmatic than by concep-
tual considerations. Indeed, it appeared that in those cases where such historical
linguists did explicitly discuss the assumptions which they took to underlie their
methods, the stated assumptions were frequently either not relevant to or, in
some cases, explicitlv in conflict with the methods being used. Moreover, since
those assumprtions were developed before the advent of modern linguistic theory,
they frequently involved principles or assumed models of language which seemed
glaringly inconsistent with rthose advocated by many contemporary linguists.

Modern linguistic theory has proven, in my view, to be a highly productive
and insightful approach to the synchronic study of language. I found this rather
disconcerting, since | was actively engaged in historical research which used
methods which were unrelated, perhaps even (as many historical linguists read-
ily assert) directly antithetical, to those of contemporary theory. There were, it
seemed to me, two possible explanations for the productivity of two opposing
approaches to linguistic study: either the two approaches were not as unrelated
as was frequently asserted, or fundamentally distinct approaches to the study
of the same object could be equally productive. I am enough of a reductionist
that I believe that the second of these possibilities is unlikely - that, minimally,
the two approaches must embed similar assumprtions about basic low-level
constructs (and thus should at some reductive level be intertranslatable) if they
are both to be useful in the long run, as both have proven to be.

This assumption, coupled with the fact thar the available literature by histor-
ical linguists about their methods and the assumptions which lie behind them
were so unsatisfying to me, led to the program of research which is presented
here. Since the theoretical literature tended to be much more explicit about the
assumptions upon which their models were constructed, the exercise 1 set for
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myself was to see to what extent I could ground my practices as a historical
linguist in theoretical assumptions of a relatively standard type.” The benefits
of such a grounding seem clear to me. First, the reasons for productivity in
the diachronic study of phonology and the relative lack of productivity in the
diachronic study of morphology and syntax might be more clearly diagnosed
it we understood in as explicit terms as possible whv the method works for
phonology. Second, as is well-known, the method is sometimes less productive
than we would hope even in the area of phonology (“sporadic” sound change,
e.g., i1s a broadly accepted loophole for cases in which the method appears to
break down). It would be of some value to know whether our tailures in phonology
were ultimately related to our failures in the diachronic study of morphology
and syntax.” Finally, inherent weaknesses of the method may become manifest
when we attempt to explicitly ground ir.

My general sense is that working historical linguists shy away from discussions
such as these, or consider them of secondary importance vis-d-vis data-oriented
problem solving, which is clearly our forte. As will be clear from what follows,
I believe we have suffered from our lack of willingness to confront these issues
head on — there is much for linguistics as an enterprise to learn from historical
linguists, but current practices in this field, as [ argue in detail below, hinder the
successful incorporation of its insights into general linguistic methodology.

Acknowledgments

Many, many people have read and commented upon earlier drafts of this book.
It has been so long since the earliest drafts were circulated that it is probably
the case that | have forgotten some of them. For this, | apologize. The book
has been inflicted, as a textbook, on students at Harvard, Michigan, McGill,

Concordia, and LSA Summer Institutes at Cornell and MIT/Harvard. Much of
what follows arose as a direct response to the questions and challenges raised by
these students, and the book has been greatly improved through their input, for
which T am very grateful.

* 1 realize that I give the impression at times in this discussion that “contemporary lin-
guistic theory™ and “traditional historical linguistics™ are well-defined research paradigms
built around a large number of common and agreed-upon assumptions. I also realize that
this is not the case — that both disciplines show internal diversity, even abour basic issues
in some instances. | have made my own, no doubt highly idiosyncrartic, selection of basic
principles and methods from the available work in both fields = those wishing to adopt a
different set of principles will have to attempt their own “linking™ between the approaches.
®  There is a corollary to this point: it may be possible to discover aspects of diachronic
syntax and morphology that are more like aspects of diachronic phonology in being
generally amenable to standard historical methods.
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My teachers, especially Calvert Watkins and the late Joki Schindler, gave me
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A large number of colleagues have had the manuscript foisted upon them and
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and somehow thereby managed to influence virtually every aspect of how
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over the vears will, I am sure, be able to detect that influence in whart follows.
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Andrew Garrett was originally supposed to be the co-author of this book.
It would doubtless be a much better book if he were the co-author, but distances
of time and space have precluded that happy event. Nevertheless, he has provided
many pages of detailed and valuable comments on this project at numerous
stages. While this should not be taken as implying agreement on his part with any
particular aspect of what follows, it is very likely that in some cases the ideas
being presented are more his than mine.

Since he was a student, and now even more intensely given his status as my
colleague, Charles Reiss has continually challenged my conception of the field
of historical linguistics and how it works, in an exceedingly annoying but
ultimately very helptul manner. I would express etfusive thanks to him here, but
for the risk that such an action might encourage him to ver unimagined levels of
irritating behavior.

Finally, Madelyn Kissock has read this book more often than anvone else,
and lived through much of its long and painful generation in a way others have
not had to deal with. For this, and manv, manyv other things, she deserves my
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To all these people, and many others unnamed, I owe an extreme debt of
gratitude. Needless to say, they bear no responsibility for whart use I have made
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Mantréal
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1 What is “Language”?

there are situations in dealing with natural data — polemical situations, in particu-
lar — in which a statement of principles saves waste and leads to the realization that
certain factual problems were ill-formulated; or that some factual problems are
related to other factual problems as special, or as more general, cases. .. One soon
learns that certain formal principles, appealed to indirectly perhaps, but with an
implication of evident validity, are less cogent than they are claimed to be. And vet
the practices and concrete interpretations which they are designed to burttress do
stand up as reasonable and, on occasion, as verifiable.

H. Hoenigswald (197 3: ix-x)

It is commonplace to observe that “languages are always changing.” Indeed, it
seems clear that any conception of the nature of language as an object of scientific
study which does not account for this universal property of human languages is,
regardless of the apparent richness of its empirical support, in a very real sense
fundamentally flawed. On these grounds alone some historical linguists regard
with deep suspicion anv theoretical approach to the study of language which
appears to neglect this diachronic aspect of the nature of language. For their
part, theoretical linguists quite correctly observe thar the fact of change is not
necessarily relevant to the synchronic functioning of language. Past change events
do not form part of the “competence” of adult native speakers, for example; our
knowledge of such events results not from the acquisition process, but from
academic study.' This apparent “universal property™ of human languages there-
fore seems to differ fundamentally from other claimed universals (e.g., those of
Universal Grammar) in that it is not, at least an any obvious sense, the result of
contraints on human cognitive systems. To the extent I believe, with most theoret-
ical linguists, thatr the object of studv of linguistics is precisely those aspects of
human cognitive systems which constitute our linguistic competence, it would
appear that there may be no place for historical linguistics in such an enterprise.

' There is an explicit recognition of the lack of knowledge of language history on the

part of native speakers in well-established concepts from historical linguistics such as that

of “folk etvmology.™ There appears to be no serious dissent from this view.



4 “Language™ and “Language Change”

It is a fundamental belief of the author of this book that the apparent conflict
just sketched berween the views of historical linguists regarding the inevitability and
universality of language change as a fundamental property of linguistic systems
and the concentration of modern theoretical linguists on cognitive systems is
in fact illusory. The fact of language change is not only wholly consistent with
modern theoretical conceptions of the object of study of linguistics, it is, in my
view, highly dependent upon them. I envision a new and critical place for the
study of historical linguistics in the modern linguistic enterprise as a result of the
resolution of this conflict, which I will attempt to sketch in this book.

Historical linguistics, as a discipline, has existed in a form readily recognizable to
the modern practitioner for at least 150 vears. The wisdom accumulated during
this extended period provides the modern-day historical linguist with a tremendous
body of information upon which to draw in pursuing his or her research. Perhaps
the greatest benefit of this collective knowledge resides in the fact that most
practicing historical linguists have a well-developed and reliable sense of what
types of change are attested in human languages and what tvpes are not. On the
other hand, this sense 1s largely a pragmatic one. While it was built up from data
gleaned by the detailed investigation of many languages (though, of course, in
the end only a small subset of human languages), it was not articulated (nor even
usually conceptualized) as derivable, in principle, from some broader theoretical
construct, but rather as a developed and informed intuition arising from the
scholar’s individual experience and the collective experience of the field as a whole.

It is, I think, hardly surprising that historical linguists favored this *intuition
informed by experience” approach to doing linguistics. Theories of the nature of
language were, then as now, usually linked to whatever particular conception of
human psychology was in vogue at the time, and these theories displayed wide
variation during the long history of the discipline of diachronic linguistics. It was
fairly clear to historical linguists, at least since the Neogrammarian era of the late
nineteenth century, that linking their investigations too closely to psychological
theory impeded, rather than enhanced, the investigation of issues which were
unigquely their own concern (such as “sound change”). Indeed, the Neogrammarian
doctrine represented the first major “theoretical” breakthrough in linguistics. It
was not expicitly tied to any particular psvchological model® - it was a theory
about language as such, the insights of which would need to be incorporated
into a coherent social or psvchological theory (rather than being dependent upon
one). It brought a conceptual independence to linguistics as a domain of inquiry
which has been steadily increasing since the Neogrammarian era, giving rise directly
to the synchronic theorizing of Neogrammarians like Saussure and, indirectly, to
much of subsequent, including contemporary, linguistic theory.

For all its advantages over previous work, however, Neogrammarian doctrine
represented an attempt to directly implement diachronic generalizations about
language without a coherent synchronic theory of the nature of language as
an object of study. As Saussure asserted early in the rwentieth century, such an

> Though of course it presupposed one which has never been made fully explicit.
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attempt is doomed from the outset: diachronic generalizations must hold over what
are, In fact, a series of synchronic stages. It is not possible in any meaningful sense
to know what “changed” between Stage | and Stage [l of some “language”™ without
knowing what Stage I and Stage II were, as synchronic systems, It is therefore
not possible to construct a restrictive diachronic theorv of possible relationships
between any two arbitrary sequential stages without a coherent, equally general,
synchronic theory. 1 will attempt to show below that historical linguists have
never fully incorporated this fundamental insight of Saussure’s into their meth-
odological discussions, much to the detriment of the discipline.

Thus, although historical linguistics provided the discipline of linguistics with its
first explicit “theory,” this theory was highly stipulative. It did not follow in any
direct way from a combination of (1} a conception of the nature of the object ot
study and (2) a conception of the principles governing the “change” of that object
over time. The first is, of course, an explicit theory of synchronic linguistic structure
(the definition of “language™ as an object of study 1s a necessary prerequisite to
such a theory). The second is the goal of the discipline that historical linguistics is
striving to be in the modern era. The necessity of the development of such dia-
chronic principles has long been noted by historical linguists, but progress, in
spite of the rich compilation of empirical data which should bear directly on their
construction, has been frustratingly slow, particularly in areas other than phonology.

The shortcomings in conceptualization and method which have given rise to
this slow development lie in two areas: the failure to incorporate a coherent
conception of the nature of language into the working methodology of diachronic
linguists and the lack of clarity (in part arising from this failure) surrounding
the notion of “change.” In what follows I will attempt to reveal where I believe
the shortcomings in each of these areas lie and suggest wavys in which they might
be reduced. I will begin with two fundamental questions: what is *language,” as
the object of study of linguistics? and what is “language change™?

1.1 Synchronic “Language” vs. Diachronic
“Language”

There are, in fact, two distinct issues which arise in attempting to answer the first
question in the context of historical linguistics — what is “language™ as a synchronic
object in the world (independent of its history), and what is *language™ in its
diachronic aspect (i.e., what does it mean to say that a language “changes” over
time)?* The first 1 will simply call “the synchronic question,” and it arises quite

* 1 will not at this juncture address arguments, such as those in McMahon (2000),

that no principled distinction can be drawn between synchronv and diachrony. The
reasons for this will probably become apparent in what follows, but the macrer will be
explicitly discussed in the concluding chaprer.
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Figure 1.1: Synchrony and diachrony

clearly in the work of Ferdinand de Saussure, perhaps most unambiguously in
his discussion of what has come to be known as the “Primacy of Synchronic

Linguistics™:"

For example — and to begin with the most obvious fact — they [i.e., the *synchronic”
and “diachronic™ approaches to linguistic analysis] are not of equal importance. Here
it is evident that the synchronic viewpoint predominates, for it is the true and only
reality to the community of speakers. The same is true of the linguist: if he takes
the diachronic perspective, he no longer observes language but rather a series of
events that modify it. (Saussure 1959: 90)

We can represent Saussure’s model of the relationship between synchronic
linguistic states and language change as in fgure 1.1. In this figure, each box
represents a synchronic state of the language. Diachronic linguistics concerns
itselt with the differences between these successive states (e.g., between G, and
G,, or G, and G,, or even, by extension — as discussed in some detail below —,
between G, and G;).

What is in the boxes in figure 1.1? That is, what is the nature of the “synchronic
states” G5y, Gs, and G,? This is the synchronic version of the “What is ‘language’?”
question. As is not uncommon in scientific disciplines which concern themselves
with domains of human activity, the answer to this question has proven difficult.
In particular, much of the linguistic literature shows clear mixing, in one and the
same discussion, between an empirically useful conception of “language™ (as the
object of study of linguistics) and more everyday uses of this term. Not surpris-
ingly, such ambiguities do little to further the cause of scientific clarity. In this
book, T will attempt to keep clearly distinct the widespread, pretheoretical concept
of “language,” with its predominantly sociopolitical foundations, and the theoretical
concept of the “grammar™ as the object of study of linguistics as a discipline.’

' “Par exemple — et pour commencer par le fait le plus apparent - ils n’ont pas égale

importance. Sur ce point, il est évident que "aspect synchronique prime [Pautre, puisque
pour la masse parlante il est la vraie et la seule réalité, 1l en est de méme pour le linguiste:
s'il se place dans la perspective diachronique, ce n’est plus la langue qu’il apercoit, mais
une série d’événements qui la modifient™ (Saussure 1984, 128).

" Given the lack of success of my fellow linguists in trying to maintain terminological
clarity in this domain, I can only imagine that I, too, at times will fail. I beg the reader’s

pardon in advance for any such lapses.
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“Language,” like many terms which have widespread informal, pretheoretical
use, can be conceived of in a variety of ways.” The discipline of linguistics could,
in principle, adopt any of a number of these. “Language™ as a sociopolitical notion
(reflected in terminology such as “the English language™) represents a set of distinct
wavs of speaking — the speakers of this “language” typically feel bound to one
another through their self-designated idenrtity as, for example, “speakers of Eng-
lish.™ It has been clear for some time that this particular conception of *language™
is ditficult to systematically implement in linguistic research: there is no empirical
test which allows us to determine that, e.g., the English of a Yorkshire village
and of Ypsilanti, Michigan, are manifestations of the same entity (“English™),
while a given dialect spoken in Denmark and a similar dialect spoken in Norway
represent distinct entities (“Danish™ and “Norwegian™). The standard attempts to
develop tests to establish “languagehood™ (such as mutual intelligibility, shared
core vocabulary, etc.) have not proven fruitful.”

This 1s not to say that one couldn’t establish some criterion or set of criteria
for identifving a grammar as “English™ — one could pick some particular piece of
morphology, a syntactic structure of some type, a lexeme, or some combination
of these. There is no limit to the human ability to create arbitrary categories. The
question 1s whether there are any motvated, 1.e., nonarbitrary, criteria available
— criteria which solve the scientific problem of defining “sociopolitical” languages.”

Likewise, this is not to deny that linguistic self-identity on the part of speakers
may affect their behavior (including their linguistic behavior, e.g., in willingness
to adopt innovations), but only that at base the notion is not a “linguistic”
one. After all, many factors influence the spread of linguistic innovations —
socioeconomic status, dress, ethnicity, age, gender, etc. — without it being neces-
sary to see these various aspects of speaker status and behavior as the proper
object of an explicit linguistic theory. We must distinguish between the behavior
of individuals and the nature of their linguistic competence. The interaction of
issues such as language choice — including here selection between dialects — and
ceneral theories of human behavior provides valuable material for the study of
human behavior, but it is only when we can precisely characterize the linguistic
competence of an individual - in detailed, explicit, and empirical terms - that
we can even begin to coherently investigate the much more complex question of
the implementation of that competence to perform specific (e.g., social) tasks.

®  The discussion of Chomsky in Knowledre of Language (1986) is still foundational on

this matter.
" For a clear demonstration of the shortcomings of these techniques in acrual practice,
see Schirz (1972).

" Note that arbitrarily selecting some property x as criterial for “English,” some un-
related property y for “French,” and vet a third criterion, z, for Marshallese, would never
provide us with a scientific answer to the general question of what is “sociopolitical”
language. For each new language we come across, or which comes into being afresh, a

new criterial property would need to be posited.
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We next to turn to the question of how the concept of “language”™ as an object
of scientific inquiry has come to ditfer from its common pretheoretical predecessor.

1.2 “Language” as a Synchronic Object

What is “language™ as a synchronic object of scientific study within the science of
linguistics, then? As noted above, linguists over the centuries have answered this
question in a variety of ways. For example, in the nineteenth century, when the
focus of linguistics as a discipline was on a relatively small set of dead languages,
it was clearlyv commonplace to assume that a “language”™ was a corpus, a set of
linguistic forms encoded in the surviving records for a given period of a given
linguistic tradition. This conception of the object of study of linguistics turns out
to be seriously inadequate when we, as linguists, turn our attention to living, spoken
languages. First, corpora have a number of properties which living languages lack.
Through their fixed nature, for example, they have limited vocabularies, indeed,
even a highly restricted set of utterances (those which happen to be attested in
the extant record of the language). By contrast, living languages possess numerous
processes which allow the productive creation of new words (e.g., via morphological
derivation, including compounding, and inflection) and cannot in any meaningful
sense be said to consist of a finite and listable set of sentences. It seems unlikely,
for example, that, although yvou are a “speaker” of English, vou have ever before
been confronted by the specific sentences vou have read thus far in this book.
Second, living languages generally provide evidence - e.g., detailed phonetic data
— which we could never extract from the historical record of “dead™ languages.

It is universally acknowledged that the fearures found in “dead™ languages
which make them unlike living languages are not due to the fact that these
languages were in fact different in kind from their modern sisters, but rather
must be attributed to the accidental nature of their attestation (which artificially
restricts our access to them). No one believes that the sentences preserved on
our Hittite tablets were the only sentences Hittites could say!” It seems clear that
we should not define the object of study of linguistics on the basis of such

* While this is, | assume, universally recognized, some of the relatively straightforward

implications of this conception of things appear to be missed in some “corpus™ linguistics.
For example, one often sees fairly dramatic conclusions being drawn on the basis of the
statistical distribution of some particular forms {in some particular sentences) in a dead
language. Nevertheless, there is no reason to believe thar the Hitrites said (the Hirrire
equivalent of) “I will destroy his land™ more often than they said “Meet me here tonight,”
but the former sentence, and thus the morphological objects in that sentence, could easily
occur in the corpus far more frequently than the (unattested) lateer. This is the normal

state of affairs when dealing with a dead language.
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fundamentally irrelevant properties as accidentally preserved records. That is,
we must not confuse the nature of the attestation of a language with whart thart
language was when alive. While we will need special tools — philological tools,
in particular —= to extract linguisticallv relevant and significant data from the
corpora of dead languages, the so-called Uniformitarianism Principle demands
of us that we assume that the languages of antiquity and other earlier historical
periods were in fact no different in their fundamental properties than the living
languages around us. That is, the extant record of a dead language provides
us with a glimpse at the “tip of the iceberg” of what was in fact a vital, living
language, no different in its basic design properties than the living languages
which surround us today. The limited set of sentences and related morphological
limitarions are simply accidents of attestation. This matter will be discussed again
when we turn to the question of the diachronic narure of “language”™ below.

The question of the nature of synchronic language states as the object of scientific
investigation has been addressed perhaps most prominently by Noam Chomsky
in numerous works, nowhere as clearly as in his well-known Knowledge of
Language (1986). Chomsky distinguishes between “externalized™ or E-Language
— language as something observable, out there in the world — and “internalized”
or [-Language - language as a knowledge state.

Let us refer to such technical concepts as instances of “externalized language™
(E-language), in the sense that the construct is understood independently of the
properties of the mind/brain ... Let us refer to this “notion of structure™ [in the
mind of the speaker] as an “internalized language™ (I-language). The I-language,
then, is some element of the mind of the person who knows the language, acquired
by the learner, and used by the speaker-hearer. (Chomsky 1986: 20-2)

As Chomsky has argued at length, the proper object of empirical linguistic
investigation must be I-Language.'” The sociopolitical (or “normative,” as Chomsky
calls it) concept of E-Language is, unfortunately, fairly close (to the extent it can
be made sensible) to our everydav use of the term “language” in phrases such as
“the English language™ or “the Marshallese language.™"' In my opinion it is quite
commonplace in the literature for major debates to arise as a result of linguists’
deft ability to switch unconsciously in the course of their discussion berween

" As Chomsky notes regarding E-Language: “That any coherent account can be given

of ‘language’ in this sense is doubtful, none has been offered or even seriously attempted.
Rather, all scientific approaches have simply abandoned these elements of what is called
language’ in common usage”™ (Chomsky 1986: 15).

"' As Charles Reiss regularly points out to me, equating the “sociopolitical”™ or “norma-
tive” conception of language fully with Chomsky’s concept of “E-language™ represents
a simplification of Chomsky's characteristically complex thinking on these matters. I do
not consider the simplification to do any particular damage in the present discussion,
and will therefore persist in this usage. The reader should of course refer directly to the

discussion in Knowledge of Language for a more sophisticated version.



10 “Language” and “Language Change”

these two guite distinet senses of “language.” In this book, I will have occasion
to point out several instances of this unfortunate phenomenon.

It will therefore be useful if we can be as precise as possible about what the
notion “I-Language” encompasses and precisely how this concept differs from
the more common notion of *E-Language.” However, it is of some value to point
out that, in general, discussion of linguistic issues is phrased, even in relatively
nontheoretical work, in such a manner that it implicitly recognizes the importance
of I-Language for linguistics. For example, “language acquision™ 1s typically treated
as the coming into being of a particular knowledge state (I-Language) in a
particular human being. The notion of E-Language — whether defined as a “set of
utterances” in use in a particular “speech community™ or in some related manner
- plays no central role in the study of this process."” The transmission of gram-
matical competence does not consist of the transfer of sets of urterances from
one generation to another, but rather in the coming into being in the mind of
the acquirer of a system for generating linguistic representations (which may
then be passed off either to a production system, in the case of speech, or to a
processing system, in the case of parsing). It is clear that parts of this generative
system (the [-Language, which we will call the “grammar™) owe their existence
to the input data received by the acquirer, but it is equally clear that the relevant
aspects of that input data are not the utterances themselves, i.e., the specific set
of sentences, but rather the set of linguistic structures which the acquirer has
posited in developing an account of the primary linguistic data which formed
the basis for his/her grammar construction.

Speech communities, to the extent this notion could be turned into something
empirically well-defined, would seem to need to acquire their properties through
the concatenation of the properties of the individual I-Languages which are present
within the community. The set of “potential utterances” of such a speech commun-
ity,"” L.e., the E-Language of that community, is therefore, in any event, at best a
derivative notion, deducible from a sufficiently rich understanding of the relevant
set of [-Languages, which we will therefore be required to construct anyway.
Advocates of E-Language approaches not only lack a clear definition of what an
E-Language might be, but also fail to provide any compelling statement of what
it is we gain by seemingly arbitrarily constructing these E-language objects from our
posited I-languages. What is it we can learn from studying these new constructs that
can’t be discovered from an examination of their component I-language entities?

To answer the question of what a particular I-Language is with some greater
degree of precision, it is important to acknowledge in the first instance thart

'> That is, acquisitionists do not typically collect the set of sentences in use in a particu-

lar speech community and then contrast these with the set of sentences used by acquirers.
What are compared are linguistic structures rather than surface (output) strings.

""" This conception of the object of study of linguistics was widely held by American
structuralists. Bloomheld (1933) states that “The totality of utterances that can be made

in a speech-community is the language of that speech-communiry.”
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the notion does not necessarily refer to the generative systems which give rise
to all of the linguistic representations of a single individual. Multilingualism and
polydialectalism are both well attested (if not nearly universal) properties of
individuals, It seems clear that attempting to develop a linguistic analysis of a
so-called “Spanish—-English™ bilingual by treating, e.g., what is usually referred
to as “Spanish”-type output and what is usually referred to as “English”-type
output as the product of a single linguistic system (with a single morphological,
phonological, and syntax module) 1s not likely to be very productive. In the case
of a so-called “Spanish-English™ bilingual speaker it is useful to posit fiwo (ar
least) distinct grammars in the brain of a single individual."™ It also does not seem
possible, or even desirable, to impose the sociopolitical distinction between
“langnage™ and “dialect” on our I-Language models. Multiple production systems,
whether responsible for generating representations which are treated in pret-
heoretical terms as “different languages™ or as “different dialects of the same
language,” are, by definition, different grammars (i.e., distinct I-Languages), Gram-
mars must be distinct if they generate nonidentical sets of representations.'”
Each I-Language (“grammar™) is thus responsible for generating a particular
set of output representations. It is of some significance, since I will return to
the point in the discussion of specific change mechanisms later in this book, that
“output representation” is distinct from “output.” The actual acoustic'® output of
an individual is, of course, the result of “playing” the grammar’s output represen-
tation through a particular system (the “performance” or *production™ system)
under some specific set of (cognitive and physical) conditions. Acoustic output,
due to the nature of the conditions governing its form, may be highly variable.
The output representation generated by the grammar, which consists, if we con-
sider only production for a moment, of a set of features, 15 assumed to be constant
for some particular sentence (to the extent it was generated by a single grammar,
almost certainly the norm). Clearly, if a particular set of features is played through
a system which is producing output at a rapid rate, for example, the acoustic
output will differ considerably from the same set of features played through
the same body in a context in which it is producing its output at a slower rate.
The wvariability of output in these contexts is conditioned extralinguistically.
As noted above, the contrast between those aspects of the ourtpur which are

'* Note that this assertion is neutral on the question of the precise details regarding, e.g.,

the storage of “overlapping™ information. It is entirely compatible with a model in which
duplicated “knowledge™ is stored only once, but accessed by both grammars, much as the
interface modules —responsible for, e.g., prelinguistic acoustic parsing and articulation — are.
" The amount of “overlapping™ information, possibly stored once but accessed by both
generative systems, may differ considerably in the cases of bidialectal vs. bilingunal speakers,
of course. The evidence is not clear on this point, nor does it seem particularly import-
ant to worry about the question at this time.

" T will take the license of using terminology appropriate to spoken language in this
discussion, though the same generalizations hold of other natural human linguistic sys-

tems, such as signed language.
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Figuere 1.2: The nature of acquisition

conditioned by features of the grammar and those aspects which are conditioned
by extragrammatical factors will play a key role in the discussion of certain
types of change events to be considered below.

“Language,” therefore, for linguistic purposes is equivalent to I-Language, i.e.,
the “grammar.” The grammar itself is a knowledge state. This knowledge state
arises in the acquirer through the interaction of the primary linguistic data
(PLD) to which the acquirer is exposed during the acquisition period with the
initial state of knowledge of language. This innate initial state is usually referred
to as “Universal Grammar™ (UG)., We might represent the acquisition process as
in figure 1.2. In this figure, S, represents the state of knowledge in an acquirer ar
birth, before exposure to the primary linguistic data of his/her environment.
This knowledge state changes upon exposure to the PLD, such changes being
the “stepwise™ developing chain of knowledge states (“grammars™) represented as
S, S,...in figure 1.2.7

The most important feature of the acquisition process for our purposes in this
book is the “terminal™ state, G,. The existence of this state in figure 1.2 reflects

7 - - . - - . . . .
'" There are several niceties involved in this figure whose full explication must awair the

discussion of language acquisition and language change in the concluding chapter. One
of these is the difference between the lines connecting 5, and S, and those connecting

other stages in the acquisition process. Ill defer discussion of these points at this time.
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my beliet that the acquirer, in the course of a given acquisition path, actually
attains a point at which acquisition of that particular grammar can be said to
be complete. Subsequent data in the PLD which appears to diverge from the
current knowledge state of the acquirer is taken as evidence for other grammars
after this point, whereas before this point, it may be taken as evidence that the
agrammar currently hvpothesized (e.g., S, in figure 1.2) is in need of revision to
some other knowledge state (e.g., S; in Agure 1.2).

Note that nothing in this model precludes an acquirer from simultaneously
engaging in several distinct learning paths towards distinct targets (e.g., towards
a variety of “English™ and a variety of “Spanish,” to put the matter informally).
Nor does it prevent the acquirer from beginning a new learning enterprise well
atter their first grammar has been fixed (as in, e.g., late childhood or even adult
second-language acquisition). The kev distinction berween L2-acquisition and
the “stages™ in acquisition represented in figure 1.2 can be described as follows.
State S, in figure 1.2 represents a revision to knowledge state 5, based on the
evidence provided to the acquirer by the PLD. Basically, it reflects the fact that
the acquirer has reached the point where they reject state S, in favor of S, as a
plausible grammar for generating the data in the PLD. Since the target of acqui-
sition 1s a knowledge state which will generate such data, the rejection of 5, in
favor of 5, is a direct result of the acquirer’s informed hypothesis that S, offers
a “better match™ to the system generating the data the acquirer is receiving than
does S,. The “stages” in acquisition thus represent replacements of hypothesized
grammars which were well grounded at an earlier point but which ultimately
were deemed less consistent with the evidence.

We can contrast this process with that of the acquisition of a “second language”
by an acquirer who has already atrained the terminal state, G,, for their first
acquisition target. It is manifestly obvious that a 7-yvear-old child who is a
competent speaker of some variety of “English,” suddenly exposed to steady and
sufficient input evidence for some variety of “Spanish™ such that s/he begins to
acquire this variety of “Spanish,” does not engage in a replacement of their current
knowledge state (of some variety of “English™) by this new, *Spanish-like,” know-
ledge state. That is, whereas in the intermediate stages of a given acquisition path
additions to knowledge represent replacements of now outdated and contrain-
dicated hypotheses, in the case of L2-acquisition no already acquired, steady-
state L1 systems in the acquirer get “replaced” by new, L2-consistent knowledge
states. Instead, a new learning path, with a new acquisition target, is begun, the
initial L1 knowledge remaining intact. Put simply, the recognition of the exist-
ence of, e.g., a variety of “Spanish™ in one’s linguistic environment does not trigger
a complete rejection of an acquired grammar of a variety of “English,” in spite
of the fact thar the existence of this variety of “Spanish™ in one’s environment is
inconsistent with the knowledge state a monolingual speaker of a variety of
“English™ is in,

It is clear that in this model = a model which will play a critical role in our
discussion of the nature of language change — there is an important distinction
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between easily-rejected, tentative intermediate hypotheses (the §,, S., etc. of
hgure 1.2) and the fixed, established knowledge state (G,) which represents
an acquired grammar. There 1s implicit recognition of this contrast even in
pretheoretical work in linguistics. For example, historical linguists do not
accept, as the basis for the study of language change, a comparison between my
grammar and that of my 4-vear-old child. Put another way, the “synchronic
states™ being compared in Saussure’s sketch (figure 1.1 above) of the object of
study of diachronic linguistics must be mature G, states — the differences be-
rween my grammar and that of my child do not represent language change.
Imagine a contrary hypothesis — one which held that grammatical (as opposed
to lexical) learning continued throughout one’s lifetime.'® That is, imagine a model
within which G, is never acquired such that throughout one’s life one continued to
modify one’s knowledge state just as one did during the early stages of acquisi-
tion, constantly “correcting” one’s knowledge on the basis of additional evidence
provided by the PLD. We could depict this hypothesis as in figure 1.3."
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Figure 1.3: Acquisition without end

' There is little question that one’s language behavior can change during the course of

one’s mature adulthood. Once one acknowledges the necessity of a contrast between
“knowledge™ and “behavior™ — in particular, once one accepts that the set of factors which
influence one’s behavior, including one’s “language behavior,” i1s much broader than just
the “grammar,” the relevance of this fact becomes considerably more problematic.

¥ gR i this figure represents the speaker’s knowledge state at his/her death.
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Note that under such a hypothesis there would be no justihable reason for
setting some arbitrary point, S,, during the acquisition process, after which
we could use the evidence provided by this grammar as reflecting a well-defined
synchronic state. The grammar of a 30-year-old and the grammar of a 30-month-
old would both represent simply a point somewhere along this never-ending
chain of development. Under such an assumption, the differences between myv
grammar and that of my 4-vear-old child would represent “language change,”
at least with equal justification as that gained by adopting any other point, clearly
an undesirable result.™

To summarize, then, it would appear that the most coherent and productive
conception of “language™ as a synchronic object of study is that of the I-language
grammar. Indeed, it is not clear that there is any even vaguely coherent alternative.
In mv experience, traditional historical linguists find this conclusion unsettling,
feeling that it may undermine many of the hard-earned scientific gains of their
field. This book argues in some detail that this discomfort is unnecessary.

1.3 “Language” as a Diachronic Object

It is possible that it would turn out that the optimal scientific conception of the
nature of language for synchronic linguistics could be distinct from the optimal
conception of that object for diachronic purposes. This seems a priori unlikely,*'
but in any event an even cursory examination reveals that sociopolitical,
E-Language conceptions of language fail to provide a usable foundation for
diachronic work, just as they do for synchronic.

Imagine that we attempt to define language, for diachronic purposes, as some-
thing akin to, though hopefully more precise than, the pretheoretical notion of
“the English language™ and the like. We could conceive of language in this sense
as, e.2., a set of grammars (i.e., [-languages) which share some criterial property

or properties.”” Note that it would no longer be the case that such *languages”
“'Or at least not a result which would be accepted by any historical linguist, theoretical or
traditional. If vou believe that this represents a desirable result, it would be incumbent
upon you to give some coherent explanation for how one might do historical linguistics
under such an assumption and for why historical linguistics appears relatively successful
using what would turn out to be, if you were right, strongly counterfactual assumptions.
I Note that it would be rather surprising that under such a conception “diachronic”
languages, like the distinct objects known as “svnchronic™ languages, have a phonology,
with features and segments and rules, or processes, or constraints or whatever, and a
morphology, and a syntax, etc.

** Since this conception will be summarily rejected in what follows, I will not belabor
the problems (mentioned earlier) involved with establishing in a valid, motivated, and

compelling manner what criteria might be invoked in such a case.
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have things like *"a phonological system™ in any meaningful sense (they “have”
only their members, L.e., individual I-languages). If one wanted to create some
superordinate entity which did “have” things like a phonological system, we would
instead need to build this object by extracting information from the individual
[languages and compiling it in some manner into a “language.” One can imagine
wavs to do this, but none seem likely to be of much use in diachronic linguistics.
For example, one could adopt the position™ that the phonological inventory
of the superordinate “language”™ was the union of the phonological inventories of
the relevant [-languages. The inventories of “languages™ being used for diachronic
purposes would then suddenly be massively unlike those tound in any natural
human language, containing far more segments and making phorological
distinctions nowhere attested. Alternatively, one could take the position that
the phonological inventory of the superordinate *language™ was the intersection
of the phonological inventories of the relevant I-languages. Unfortunately, “lan-
guages” in this sense would have dramartically smaller inventories (in some cases
possibly null) than any attested human language.

It 1s of course not possible for me to discuss the likely uselessness of every
possible operation one could perform on a set of [-languages to try to generate
some conception of *language” for diachronic purposes which differs from that of
[-language itself. However, it seems clear that any such notion would be at best
a derivative one, since it builds on the concept of I-language, already available
for scientific exploitation. It 1s hard to see what “language change” would be
under any “superordinate™ set definition of *language” in any event: Does the
“language™ contain tokens of I-languages or types?*® Does the “language” change
it my linguistic descendants develop front round vowels even if some speakers
in Northern England already have them? What it the distribution of the front
rounded vowels differs in the two grammars? Does this affect the phonological
system of the superordinate “language™? Fortunately, no such conception has ever
been seriously employeds in diachronic linguistics, in spite of the fact that many
historical linguists have asserted that some such “superordinate system™ concep-
tion of “language” is what thev are adopting. And this grants me an opportunity
to emphasize a point to which we will return time and time again in this book.
The rhetoric of scholarly disagreement and dissent — both of which are healthy
and necessary elements of the scientific enterprise — is shaped largely by the
sociocultural landscape of the field, including the complexities of interpersonal
(and interinstitutional, and international) relationships, and a myriad of other
out and out mysteries of the wavs of the world. It is very often the case thar the

** It is worth pointing ourt that since these marters are purely definitional, one is free to

adopt whatever definition one likes. However, purely stipulative and unmotivated defini-
tions, designed merely to avoid the technical problems arising from an inaccurately
structured initial definition, are generally not very compelling.

' Note that if the answer is “tokens,” the causes of death in human speakers become

mechanisms of language change, a seemingly undesirable consequence.
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rhetoric employed by historical linguists = both more “traditional” in orientation
and more “theoretical” in orientation — in discussing the foundational assump-
tions behind their work bears little or no relationship to the actual assumptions
which must be posited if we are to ground their methods logically. It we look
bevond the rhetoric we will often find that scholars rabidly opposed to one
another’s research, nevertheless use methods which make identical assumptions
on matters of seeming controversy.,

So let us return to the I-language conception of language as a possible founda-
tion for diachronic as well as synchronic investigation. While the synchronic
version of the “What is ‘language’?” question concerns what is in the boxes in
the Saussurean fgure 1.1, the diachronic question asks what licenses the connec-
tion between the boxes by the arrowed lines. That is, under what conditions
would we be justified in treating a given G, as an appropriate object to be linked
to G, by an “arrow of diachrony”™? Put another wav, the guestion about the
contents of the box G, is about synchronic identity (under what conditions can
we treat output as evidence for “the same” grammar), and the question about the
arrow between G, and G, is about diachronic identity (under what conditions
can we treat the relationship between G, and G, as one of “descent™)? We can
work towards the development of a useful answer to this question by a con-
sideration of the nature of historical evidence and the scientific investigation of
historical records, i.e., by introducing the held of philology.

1.4 Discussion Questions and Issues

A. Consider the following alternative definition of “language™: “Language” is a
set” of distinct grammars (i.e., grammars with different — although perhaps
only “minimally”™ so — properties), such as, e.g., those which we might,
sociopolitically speaking, consider to be present in the minds of “English”
speakers, or “French™ speakers, or *Marshallese™ speakers, or whatever. What
would “language change™ be, under such an assumption, and what practical
or methodological issues about the object of linguistic study might arise in
pursuing research under such an assumption?

= T'll phrase these definitions in terms of set theory like this, because I think it’s a useful

way to think about the possibilities T have in mind. It is worth noting thar a set doesn’t
have the properties of its elements - e.g., the set of all squares does not itself have four
right angles, or four sides of equal lengths, etc. So a set of grammars will not have the
Prnpfrticﬁ n:l: thﬂﬁf_‘ grﬂmmﬂrs. Th'i.ﬁ 5hﬂu1d I.'}Efﬂm'l'_' leﬂrf_‘r as }'f.lu n:ﬂl:l tl-ll: SUhEEqUE’nt
proposed alternative definitions of “language.”™ which are designed to tease these issues

apart.
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Consider the following alternative definition of “language™: “Language” is the
intersection of all the elements of a ser of distinct grammars such as, e.g.,
those which we might, sociopolitically speaking, consider to be present
in the minds of “English”™ speakers, or “French™ speakers, or “Marshallese”
speakers, or whatever. Thus, for example, if every one of the grammars of
*Marshallese™ (sociopolitically defined) had a /k"/, or postposed definite
articles, or whatever, then the “Marshallese language” would have said
property, but it a single “Marshallese™ grammar lacked that property, the
“Marshallese language” would also lack it. What would *language change”
be, under such an assumption, and what practical or methodological issues
abour the object of linguistic study might arise in pursuing research under
such an assumption?

Consider the following alternative definition of “language”: “Language” is
the wnion of all the elements of a set of distinct grammars such as, e.g.,
those which we might, sociopolitically speaking, consider to be present
in the minds of “English” speakers, or “French” speakers, or “*Marshallese”
speakers, or whatever. Thus, for example, only if any one of the grammars
of “Marshallese™ (sociopolitically defined) had some property such as /k"/,
or postposed definite articles, or whatever, then the “Marshallese language”
would also have that property. What would “language change” be, under
such an assumption, and what practical or methodological issues about the
object of linguistic study might arise in pursuing research under such an
assumption?

Consider the following slightly varied version of the [B] scenario above.
Instead of selecting the grammars sociopolitically, imagine that we take a
set of properties Py, P5, Py, ... P, and use these linguistic properties to define
a set of grammars. Any grammar defined by possession of all of these
criterial features will be considered to be part of “langnage X.” Take the
defining properties to be the (relevant) properties of the *language,” and
ask yourself what would “language change”™ be under such a scenario, and
what practical and methodological issues about the object of linguistic
study might arise in pursuing research under such an assumption.

I assert above (in the discussion of hgures 1.2 and 1.3), controversially it
seems, that there is a termination point to the acquisition process — L.e., that
at some point, relatively early in life, one is “done™ with acquisition proper.
A contrasting view, briefly dismissed above, holds that one continues to
change one’s grammar (i.e., “learn™) throughout one’s life (at least poten-
tially). Discuss the implications of removing the “termination point” in the
acquisition process and using the alternative assumption of continuous,
life-long grammatical learning for the development of a useful definition of
“change.” That is, if acquisition simply continues unabated throughout
one’s life, at what point does it make sense to think about a “change”
having taken place, and what justifies selecting the particular point you
posit?



2 Linguistic Artifacts: Philology

2.1 Objects vs. “Texts”

Historical linguists in several traditions work with data preserved in ancient
texts of various types (manuscripts, epigraphic records, etc.). Leaving to one side
1ssues arising from historical work on languages which lack such records at any
reasonable time depth, is the answer to our current question (what is the object
of study of the historical linguist?) not obvious? The object of study of these
historical linguists is the historical record of the languages in question, isn’t it?
In fact, I will argue that in practice it is not (and it should not be).

The historical artifacts which provide us with evidence for Latin, or any other
attested earlier stage of some linguistic system, are usually found in disparate
places, having come into being in a variety of situations {(often at some remove
from the date of the original composition of the “text” itself). Frequently, we are
taced with a situation in which such artifacts span a considerable block of time,
often with gaps or interruptions of the tradition. One, ultimately inadequarte,
way to conceive of the object of study of historical linguistics is as in figure 2.1.

Under this conceprion, which is not one which anyone has ever maintained
(to my knowledge), historical linguistics is about the historical relationship
between these artifacts. Artifact [ came into being before Artifact II and Artifact
[1 before Artifact 11l (as indicated by the arrow of time, ¢, in figure 2.1). To
make the example concrete, and reveal why this particular approach has never
been adopted, consider the following “Latin™ artifacts:

Artifact [ Artifact II | —— | Artifact 111

!

Figure 2.1: The relationship between historical artifaces
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Figure 2.2: CIL 9.39416, dedication of a shrine to Fons

*  Artifact I: CIL 6.39416, dedication of a shrine to Fons, pictured in figure 2.2
(May 24, 70 ap}'

* Artifact II: The Strassbourg Oaths (earliest “Old French,” ninth century Ap)

e Artifact III: Cicero’s letter to Brutus, Ad Brut, IT 1 (first attested in a printed
edition of Cicero’s letters (by Cratander), Basel, 1528).

The dating of these artifacts is quite well-established. Eight centuries separate
the Foms inscription (Artifact I) from the Strassbourg Oaths (Artifact 1I); seven
centuries separate the Strassbourg Oaths from the only record we have of this
particular letter from Cicero to Brutus. It would simplv not be sensible to write
the history of Latin as if it once had the properties of the Fowns dedication,
developed the features found in the “Old French™ Strassbourg Oaths, and sub-
sequently “reverted” some centuries later to a form much more archaic than that
found in the Foms inscription. Since Cicero was assassinated in December 43
(Bc), and since this particular letter to Brutus appears to have been written

' The text of the inscription is as follows: Impieratore) Vespasiano Caesare Aug(usto) 11,

! Caesare Aug(usti) filio) Vespastano, co(n)siulibus), / dedicatum VI K({alendas) lunias:
{ P{ueblines) Pontius Eros, Gains) Veratius Fortunatus, ! mag(istri) [T quinquennales lustri
primi, { eum Tutilia Helice et Popillia Pnoe, contugib(us) suis, / aedem a fundamentis, sua
pecuniia), Fonti diono) diederunt). It can be translated as *In the consulship of the emperor
Vespasian, for the second time, {and) his son Titus, dedicated May 24: Publius Pontius
Eros (and) Gaius Veratius Fortunatus, fifth-year Masters, for the second time, with Turilia
Helice and Popillia Pnog, their wives, have given a shrine, from its foundations, at their

own expense, to Fons,”™
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around April 1st of that vear, it is absurd to take it as evidence for the proper-
ties of “Latin™ in the sixteenth century (AD).

The actual artifacts differ in numerous ways such that the differences them-
selves would confound any effort to do historical linguistics at all of we accepted
that the field was in fact about the A and B arrows of figure 2.1 - i.e., if historical
linguistics was about the artifacts themselves. They differ in material, in location,
in script, etc. None of these differences represents the subject matter of historical
linguistics, however significant they might be for evaluating the relevance of some
particular artifact for use by historical linguists.

Put simply, artifacts are not language. They may reflect in some imperfect way
the workings of a linguistic system, but in order to extract linguistically relevant
informartion from them, they must be subjected to some analysis. The scientihc
enterprise which is responsible for this analysis is not linguistics in the narrow
sense, but philology. It 1s impossible for a linguist to do anything with a historical
artifact before it has been subjected to detailed and careful philological analysis
(this is why the best historical linguists in fields in which historical artifacts play
a major role, as in the Indo-European language family, are also philologists).
Philology is responsible for establishing the attributes of a text, many of which
mayv be relevant tor subsequent linguistic analysis. For example, in the case of our
“Latin™ text above, philologists will evaluate the sixteenth-century printed text
of Cicero’s letter to Brutus, establish the date of its original composition, and tor-
mulate a hypothesis about the form the text had ar the time of composition (via
text criticism).* The product of philological analysis is a dated, localized text.”
After philological analysis we thus could convert figure 2.1 to figure 2.3.

Artifact [ Artifact 11 Artifact I11
Philology H"*-q__ﬁ - H‘u“ﬁ Philology
.-"'-._‘h:.' 1‘“1
Text | = | Text 11 = | Texr LI
A B
t

Figiere 2.3: The relationship between historical texts

*  The philologist, for his/her part, is also frequently dependent upon the work of historical
linguists. They regularly use linguistic tools to establish nonlinguistic features of the text
under study {e.g., what the best reading for a given orthographic character might be, etc.).
* Obviously, I intend here a bypothetical dating, localization, and constitution of a
given text. Each of these attributes mayv have varving degrees of confidence associated
with them - so, e.g., we may be confident about dating, give a range for localization
[“somewhere in Southern Germany™), and have several outstanding questions about

specihe readings within the text.
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In figure 2.3, philology has established the text of the three artitacts. We now
have a new entity — the hypothesized text which lies behind the attested artifacts,
which are probably imperfect realizations of this original text. Philological analysis
has also revealed, in our Latin case, that the chronology of the artifacts is not
the same as the chronology ot the texts, correctly noting that Cicero’s letter to
Brutus (Artifact I1I) is in fact the chronologically earliest compaosition (thus Text
I). Having established these hypotheses, we can now ask the following question:
is historical linguistics about the relationships between Text I, Text II, and
Text 111 (i.e., is it about the A and B arrows in figure 2.3)?

If we are to keep this discussion coherent art all, we must carefully distinguish
between the features of the text (established by philological methods) and features
of the language of the text (which can be established by a [inguistic analysis of
the contents of the text). This is not an easv task, since, as pointed our above,
philological and linguistic analyses show a mutual interdependence and are
frequently carried out by one and the same person. However, accepting that it is
necessary to distinguish between the text itself and the linguistic structures
hypothesized to be evidenced in that text, the linguistics/philology contrast seems
to correlate with this distinction quite well. What is clear is that many aspects of
the relevant historical linguistic developments crucially involve factors which are
not in the text: e.g., svllable structure plays a kev role in the development of the
“Old French™ of the Strassbourg Oaths from Latin, yet it is not represented in
the text (or, for that matter, in any other Latin text).* Similarly, understanding
the morphological structure of “Old French™ is necessary to understand the
form of language we find in the Strassbourg Oaths — but there is no morpholo-
gical information encoded directly in the texts. The details of Latin syllable struc-
ture and morphology can be discovered, but only through the use of the tools
of linguistic analysis.”

So the relationships indicated by the A and B arrows in figure 2.3 would fail
to provide key evidence required to actually understand the historical linguistic
developments from “Latin”™ to “Old French.” It is also worth considering just
what type of relationship one would want to claim holds of the texts themselves.
The texts, as philological objects and historical artifacts, do not stand in any
descent relationship with respect to one another. The Strassbourg Oaths do not
owe any of their properties as fexts to the text of the Fons dedication.

*  Of course, there are Latin texts (e.g., some of the metrical ones) for which a reason-

able hypothesis about what the syllable structure is can be deduced. But we are trving to
distinguish carefully between the readings present in the text itself and what linguistic
inferences can be drawn by the linguistic analysis of the text reflected in those readings.
* This is in addition to the fact that understanding the relationship between Latin
and Old French requires much more than understanding the relationship berween any
mdividial Latin text and a given Old French one - the relationship of interest to historical
linguists is the relationship between the linguistic structures, not between texts as such, as

we shall see more clearly as this discussion develops.
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2.2 “Texts” and “Languages”

The necessary next step is thus the linguistic analysis of the texts which philological
tools have established.” There are two goals, related to one another, of this enter-
prise: to understand the linguistic structures present in the text itself (let’s call
this the *local”™ goal) and to understand the structures, entities, and processes
which made up the grammar of the “composer™ of the text (let’s call this the
“ultimate™ goal). Some progress on the local goal is obviously a necessary pre-
requisite to attainment of the ultimate goal — one cannor simply posit a Latin
grammar on the basis of n#o evidence and then use that to determine the features
of a given philological text.” While any linguistic analvsis of a Latin text will of
course be guided by the established principles of linguistic analysis — such that we
do not need to consider, e.g., possible syllabifications of Latin which are ruled
out for human linguistic systems on general principles — it seems clear that such
analysis involves attributing properties to the data, then making generalizations
over those properties.

S0 a rigorous linguistic analysis of the text which was philologically estab-
lished from a given historical artifact would lead, in principle, to a hypothesized
linguistic structure for the relevant aspects of thar text. Just as the philologist’s
text is a different type of entity than the artifact itself, the linguist’s text is a
different one from that of the philologist. The linguist’s text requires the estab-
lishment of what linguistic representations the text reflects. Just as the philologist
must deal with extraneous interference (copying errors, weathering, physical
damage to the artifact) in the textual transmission, the linguist must deal with the
fact that extraneous factors (e.g., the performance system of the text composer,
the writing system, and of course the limited range of the data which happens to
be attested) may distort or hide linguistic aspects of the text. We can envision the
results of the linguistic analysis as providing us with a set of linguistic representa-
tions (a phonetic representation, a morphological parse, syntactic structure, etc.)
for a given philological text. See figure 2.4,

1 will continue to talk as if these are “steps” in developing an analysis. It should be

clear, however, that matters are much more complicated than that. A comprehensive
philological assessment of a text requires taking into consideration the linguistic strucrure
of the language the rexrt is assumed to be written in. Thus one normally moves back and
forth between the two domains, with additional linguistic evidence informing subsequent
philological analyses, and new philological insights informing the relevant linguistic analy-
ses. The same is true with respect to the two possible “targets™ of linguistic analysis to be
discussed next.

" Iwill try to remember to say “philological text™ when not refering to the artifact itself,
but rather to the philologist’s hypothesized ariginal form of the textual material that the

artifact contains.
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Artifact 1 Artifact 11 Artifact 111
Philology -ﬁ'""--._ﬁ_ =T ~~ _ Philology
.--"-'--'--:...‘I:--..'ih H“H‘-

Textl] Text 11 Text 11
Linguistics v T ? Linguistics
Linguistic Linguistic Linguistic
text | A text 11 B text 111
3

Figire 2.4: The relationship between “linguistic™ texts

If one were to claim that the A and B arrows in figure 2.4 represented the type
of relationships which historical linguistics should concern itself with - i.e., the
relationship between attested “surface™ (more on this later) linguistic structures
at different historical period - one would not be open to all of the criticisms
raised above. Matters such as syllable structure and morphological composition
of the text will be contained within the object created by the linguistic analvsis
of the philological text. However, at this point it seems clear that the relevance of
the individual text — philologically and linguistically “cleansed” of misleading
data — to the enterprise is relativelv marginal. One is not interested in the
relationships between the linguistic texts of the Foms inscription, this particular
letter from Cicero to Brutus, and the Strassbourg Oaths,” but rather in the rela-
tionships holding between the grammars that produced these documents (which
are assumed to stand in some kind of descent relationship with one another),

We can see how important the grammar is, as opposed to the linguist’s text,
by an examination of the make-up of the linguistic text. While I referred to the
linguist’s text as containing “surface™ linguistic structures (as opposed to deeper
“underlying” linguistic structures), this is not technically correct. The surface output
of linguistic systems can be thought of in ar least two quite distinct ways: the
actual output (filtered through the speaker’s production system) or the output rep-
resentations of the grammar (which will get passed on to the production system ftor
physical realization). The relevant entities and relationships can be seen in figure 2.5.

It is not the case that either of the “outputs”™ represented in figure 2.5 cor-
responds to the kind of representations which result from linguistic analysis,
The “actual™ output, i.e., the output of the body (defined either acoustically or

* Nort in strictly linguistic analysis, in any event. There may of course be historical

connections between individual texts that are not without general interest.
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Figure 2.5: Two kinds of *ourpur™

articulatorily) does not contain the tvpe of information that the historical
linguist needs. Syllable structure and morphological information, for example, are
present neither in the acoustic stream nor in the articulatory acts which give rise
to that stream. While syllable structure may be represented at the more abstract
level of “output™ in higure 2.5 - the output of the grammar before the performance
system acts on it — there seems little reason to believe that morphological structure
1s present at that level, and it is generally assumed that it is not. At anv rate, lin-
guists do not as a rule believe — and there is considerable evidence from the study
of the phonology—syntax interface that they are correct — that syntactic structure is
present in the output representation at all. Yet such structure must form part of
what linguists study, for how else could we make claims about diachronic syntax?
Linguists® practice, in fact, reveals that the usual object of inquiry is not either
of the output representations in figure 2.5, but rather features of the grammars
involved in the generation of the texts in question. We can represent this as in
hgure 2.6.

The idea behind this now almost ridiculously convoluted figure is the following,.
We have a set of artifacts, attested in some chronological sequence. It is assumed
that the source of the linguistic forms on these artifacts is a set of “texts”: philo-
logical constructs which abstract away from irrelevant features such as weathering,
worm-holes, and scribal errors. These “texts” may have come into being in a
ditterent chronological sequence than the artifacts themselves did. They were
produced by the conversion of some linguistic output into orthographic repre-
sentations (broadly construed) of some interpretable type. Interpreting these
orthographic output sequences, the linguist formulates a hypothesis about the
linguistic structure attested in the philological text, thereby creating a “linguistic
text.” From this text (or, more usually, from a set of such texts) the linguist
develops a conception of the grammar which could have given rise to such an
output. The bidirectional arrows between the “linguistic text™ and the “grammar™
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Figure 2.6: The relationship berween grammars

are intended to indicate that the relevant features of the grammars are posited
on the basis of the “linguistic texts,” and of course those same grammars play a
key role in establishing the contents of the *linguistic texts™ themselves. This com-
pels the individual constructing the “linguistic text”™ to use not only philological
methods (to get from the artifact to the “philological text™) but also linguistic ones
(to get from the “philological text™ to the *“linguistic™ one). Principles of gram-
mar constrain what a possible “linguistic text™ is, since they constrain the set
of the possible grammars (which in turn are assumed to give rise to “linguistic
texts™). The ultimate focus of diachronic linguistic research concerns the rela-
tionships between the grammars in figure 2.6.

It is important to understand thar this is not my claim about what diachronic
linguistics should be about - it 1s an observation about what such work has
always, to my knowledge, been abourt i practice. The similarity of the (inexplicit)
grounding assumptions of diachronic work are strikingly similar to those of
contempotrary synchronic linguistic theory.

2.3 Discussion Questions and Issues

A, Discuss, in your own words, what the meaning and importance of all of the
elements of the rather intimidating hgure 2.6 are.

B. Try to summarize, again for vourself and in vour own words, the relation-
ship between philology as a field, and historical linguistics as a feld.



3 What is a “Descent” Relationship?

3.1 The Nature of Linguistic “Descent”

It was asserted in the first chapter above on general scientific grounds that
the object of diachronic linguistic investigation should be *the grammar.” In chap-
ter 2 we have seen that by a careful, but relatively straightforward, chain of
reasoning the same principle can be deduced it we start with the raw darta (the
“artitacts™) themselves: Le., that historical linguistics is about relationships
between grammars.

A major complication with such research was alluded to in passing above: it
we are to use evidence from two temporally separated historical text-artifacts to
infer aspects of linguistic history, the grammars which gave rise to the linguistic
representations (which in turn gave rise to the orthographic representations -
perhaps very indirectly — found on the artifacts in question) must be assumed to
stand in a “descent” relationship. In principle it will rarely if ever be possible to
establish thart this is the case. Does this mean that the enterprise of historical lin-
guistics 1s doomed from the ourser?

To answer this question, we must first consider just what it means for two
grammars to stand in a “descent” relationship with respect to one another. Building
on our earlier “acquisition”™ figure (1.2), we might sketch a roughly parallel
“change™ figure (3.1).

It would seem that the “descent”™ relationship is fairly obviously expressed in
figure 3.1 — G, is a descendant of GG, because Gy provided the “primary linguistic
data” (PLD) which formed the basis for the acquirer’s construction of G,. This
represents a case of what we might call “immediate descent.” Clearly no such
relationship can hold between Cicero and the composer of the Fons dedication
— chronology alone allows us to exclude that possibility. However, descent of a
less direct sort may satisfy our technical needs." If G, formed the primary basis

S [ may not, of course — see below for a discussion of the problems less immediate lines

of descent have created for historical linguists.
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Figure 3.1: The nature of change

for the construction of G, and G, did so for G, and G, did so for G, and so on,
to G,, we may treat G, as a lineal descendant of G,.°

In figure 2.6 there were arrows going between the temporally quite divergent
grammars (Grammar [, Grammar Il, and Grammar III), and in figure 3.1 there
is an arrow (labeled “change”) linking the source grammar (G,) and the gram-
mar constructed by the acquirer (G,). These arrows are frequently treated, in the
historical linguistics literature, as having the same epistemological status. It is
quite clear, however, that they do not. The set of possible “changes™ that can
occur between a source grammar (like G, in figure 3.1) and a grammar con-
structed on the basis of the PLD generated by the source grammar (like G, in
that figure) 1s highly constrained by the learning algorithm and the limits that
the grammar G, imposes on possible relevant PLD’s. By constrast, Grammar 1
and Grammar Il of figure 2.6, if we assume they stood in a lineal descent
relationship, are nevertheless separated by many distinet acquisition events of
the type represented in figure 3.1. The features of Grammar II in figure 2.6 are
not, therefore, a funcrion of the learning algorithm and the constraints which

*  There will already be some idealization in such a picture, since *primary basis for the
construction of X7 is a rather poorly defined construct. We will not let this technical
detail impede us at this time - as we will see, we have bigger problems to deal with. We

will, however, return to this matter later.
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Grammar [ imposes on its PLD, While the learning algorithm is presumably
a human universal, and thus invariant across the relevant time span, the PLD
generated by each of the intermediate grammars which must have stood between
Grammar I and Grammar II in the line of descent is going to have been different
than that generated by Grammar L.

The traditional literature on diachronic linguistics often uses “change” to refer
both to the single-generation events of the type schematically represented in
figure 3.1 and the multigeneration events of the type represented in hgure 2.6, This
literature in fact uses the word “change™ in three fundamentally distinct senses:

1) single-generation “change,” driven bv aspects of the PLD of the source gram-
mar (and learning theory);

2)  multigeneration “change,” driven by the effects of iterated tvpe (1) pro-
cesses; and

3) diffusion of changes of tvpe (1) through a “speech community.”

Some of the most hotly-debated issues in traditional historical linguistics (is change
“gradual™ or “abrupt™?, is phonological change “regular™?, etc.) have arisen and
remained obscure because, when reasoning through an argument regarding these
issues, it is not unusual for the author to switch berween these three distinet senses
of “change”™ several times. Logical argumentation requires that the terms used
have the same referent throughout, if the conclusions drawn are to be valid.

To give just one example, there is a wealth of literature on the question of
what is a possible phonological change. One of the most oft-cited cases in
debates on this question is the development of Proto-Indo-European initial *duw-
sequences into Modern Armenian erk- [jerak-].” Is this development a possible
“sound change”?

When we ask the question without distinguishing between the three distinct uses
to which many linguists put the term “change” cited above, the matter is under-
standably muddled and complex, giving rise to differences of opinion. However,
we can ask the same question of each of the event types given above. Is the
Proto-Indo-European to Armenian development of initial *dw- a possible change
in sense (1) of the term? Clearly not - the learning algorithm does not allow an
acquirer to construct a grammar which generates [jerak-] for an input [dw-] in
his or her target source(s). Is the development a possible “change™ in sense (2)
given above? Of course it i1s — in principle, given suthcient time (i.e., given a suf-
ficiently lengthy chain of intermediate events), anv segment or set of segments can
probably become any other. In any event, we know of no restrictions on devel-
opments spanning arbitrarily long time depths other than those which arise from
the fact that any stage in the development of a buman language must be licensed
by UG. Some phonological developments take place more frequently than others,

* Cited cases include *diwoHu > erku “two” and *dweHros > erkar “long.” See Hock

(1991: 583-9) for an informal discussion.
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for reasons we will explore in the next chapter, making some sequences of
events much more or less likely than others, but no principled limits exist for
arbitrarily long time depths in this domain.* Is the Armenian development a
possible “change™ in the sense of (3) above? Thart is, if someone had [jerak-] <
*di- could that person’s pronunciations diffuse to the rest of his or her “speech
community”? Of course — diffusion appears to be highly unconstrained, linguis-
tically.” That is, if vou called something a [dwi] and I called it a [jeraki], it’s hard
to imagine that you would somehow be unable to adopt my word tor that
object. If you were to adopt it, the form would have successfully diffused.

Traditional historical linguistics has long recognized the need for “intermedi-
ate stages” in diachronic developments such as the Armenian one discussed
above.” At least in the phonological domain, it is generally incumbent upon one
who posited a particular development that they provide a “path” whereby the
original segment (or segments) can have, through a plausible series of intermedi-
ate stages, ended up having the form that it does. As long as the initial and final
stages stand in a lineal descent relationship by means of the chain of intermedi-
ate steps, this would seem to be unproblematic.

Even in the less direct sense of “descendant™ intended by the concept of “lineal
descent™ it 1s, in principle, going to be a rare case that given two historical
artifacts, we will be in a position to confidently assert that the grammars of the
composers of the texts on these artifacts stand in such a relationship. This is
well known to historical linguists, though occasionally overlooked. For exam-
ple, in discussions of the syntactic changes between Old and Middle English,
many authors do not appear to recognize that the provenance of surviving texts
from the two periods typically used in such research is, in general, quite distinct,”
Significant difference in provenance makes even “lineal descent™ as defined above
extremely unlikely.

The signifance of the issues surrounding “line of descent™ should be clear: if
two grammars stand in a chronological sequence such that G, preceeds G,, we
can be confident that the differences between G, and G, are due to change only
it G, descends from Gy, rather than from some other grammar, contemporary
with, but distinct from, G,. This can be seen in figure 3.2,

* It makes perfect sense that the Armenian case, involving regular metathesis, two

prothesis events, and some unusual consonantal changes, should be rare — only a particu-
lar ordering of a sequence made up of steps which are, on their own terms, rare could
have given rise to it

" It is, of course, constrained by social factors.

* Indeed, much of the literature on the Armenian developments, quite legitimartely,
concerns precisely the question of what the best path berween PIE *die- and Armenian
erk- might be.

" This is, in part, because prose texts — frequently the sole genre investigated in such
research projects — are quite rare for certain “dialect areas™ at various periods of the

history of English.
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Figrre 3.2: The problem of nonlineal descent

In figure 3.2 we see two lines of lineal descent (intermediate grammars have
been omitted): G* and G". Grammars for which we have attested historical
evidence are encircled in solid double-circles. Grammars which we assume may
have existed, but for which we have no historical evidence, are indicated by
dotted double-circles. The two attested grammars (G and G?) do not stand in a
lineal descent relationship and are not linked by a series of “changes.” Since some
of the differences between G¢ and G” may be due to the differences between
contemporary grammars G¢ and GY (which we assume do not stand in a descent
relationship with one another), “explaining” features of G! as a series of changes
from G would be seriously mistaken.

There are two well-established, and probably ultimately related, procedures
for dealing with this quite common situation (which is, in fact, the norm) in
historical linguistics. The first is to show, preferably on the basis of evidence
from other grammars contemporary with G§ and G} , that the features of G
which are relevant to the explanation of the changes to G are likely to have
been shared by the unattested G . For example, it is a feature common to all
modern North American English-type grammars thart the definite article precedes
its head noun. If, at some future date, an English-type grammar were to emerge
in North America which had postposed definite articles, it would be generally
sate, even if we did not know the details of the particular grammar antecedent
to this new variety, to assume that its antecedent grammar also had preposed
definite articles. The degree to which this procedure works is strongly dependent
on the richness of attestation from the relevant area at the relevant time,

The second procedure is sometimes easier to implement, and is, I think, the one
most often used, although the literature is frequently not too explicit on the matter.
The first thing to note is that the attested grammars in figure 3.2 must be similar
in some meaningful sense, or the existence of GY would be simply irrelevant to
the features of G*. In fact, this “similarity” must be more than superficial — it
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Figure 3.3: The “family™ tree of the G* and G" descent lines

must be precisely the type of nontrivial, consistent correspondence which is
required for assuming that two grammars are “related” in the technical sense.”
It follows, for this is the meaning of “related.” that the artested grammars G
and G” share a common ancestor, which we may call Proto-G. This is illustrated
in hgure 3.3,

The linguistic features of Proto-G can be determined by reconstruction. In the
majority of cases of the type under discussion, much of Proto-G will be trivially
reconstructable (because G¢ and G will normally be quite closely related, their
common ancester thus lying at not too great a time-depth).”

Let us call the attributes of grammar G} which are alleged to be involved in
understanding diachronically some feature of G” the relevant features of G2 If
Proto-G turns out to be identical to G with respect to these relevant features, then
the development from G? to G” involves the same development as that which we
would posit if we used Proto-G, rather than GY, as our starting point. Since
Proto-G had these features (just as GY does), they have to have changed into
whatever features G” has (because G’ is a lineal descendant of Proto-G). It is
thus a harmless simplification of matters to treat the attested GY as if it were the
antecedent of G, rather than using the reconstructed Proto-G in this function."

iy

" The details of “relatedness™ are discussed in some detail in chapter 10 below.

? Of course, there may be other data from other artifacts which bears on the features of
Proto-G. But if G{ and G were not very closely related, the evidence of those other artifacts
would be being used in this case rather than one of the grammars under discussion!

"' Harmless, if one is correct about the properties of Proto-G and correct about what

the “relevant™ ser of features is. This is of course not always the case.
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In addition, if GGf represents a highly plausible intermediate stage between Proto-
G and G" with respect to the features under discussion, it can make for a much
simpler analysis if we have only to account in detail for developments from this
intermediate stage to the resultant grammar, G’ Once again, provided we are
correct about the *intermediate stage” status of G (which mav require, in turn,
that we be right abour whart the “relevant” set of features is), no harm is done.

It should be clear from the foregoing that in order to work with historically
attested data in a manner which has any hope of being reliable we must be very
confident of our ability to determine (1) “intermediate” stages along a path of
changes and (2) which attributes of a given grammar are “relevant”™ to sub-
sequent diachronic development., Progress in both of these domains is highly
dependent upon our understanding the basic mechanism of “change.”'’ Only
if we can come to understand whart is a possible, and what is an impossible,
change can we limit the set of “intermediate™ stages a given path of changes might

have passed through.

3.2 Further Remarks on “Change”

It is apparent that language does not “change” in the same sense as, e.g., the
physical structure of the universe. In the latter case, we are dealing with the
modification, under a variety of forces, of essentiallv the same substance over
long periods of time. There are no discontinuities (though there mayv be cata-
strophic events of various types which change gross morphological features in
some particularly salient way). By contrast, in the case of language change, we
must confront the fact that there is, in a very real sense, a different object (a
different grammar) with each new generation."” The grammar of my mother did
not change into my grammar: I engaged in an ultimately successful process of
grammar construction,'’ using her output (in part) as the basis for the construc-
tion of my grammar. This process of grammar construction gave rise to an entity
in my brain, physically distinct from the entity in her brain, which underlies my
first-language linguistic competence. It is inevitable, in my view, that this process
will give rise to a grammar which differs in some ways from the grammar which
my mother constructed on the basis of her analysis of the input she received
during her own early life. Quite aside from the “*messiness™ of outpur (which
forms a potentially nondeterministic basis for my grammar construction), it

"' In the “single generation” sense, outlined above.

' As will be made clear in what follows, I do not intend to imply by this statement that

ﬁrst-hnguagc acquisition 1s the n:r||}' locus of “changl:” — in its various meanings.
' “Successful™ in that T ended up with a grammar, not in the sense that I ended up with

a grammar identical to that of my mother.
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seems unlikely that she will have received the evidence tor her grammar in the
same order as [ did, or that she would have been exposed to various features
of the grammar with the same frequency that I was. All three of these factors —
noise in the channel {introduced by the body of the speaker I used as the basis
for the construction of the grammar, or by my own body, or by the environment),
the order of data presentation, and the frequency (and thus salience) of various
constructions could, or so it seems a priori, influence the ultimate shape of the
constructed grammar.'” Indeed, it seems likely that the inevitability of language
change is to be derived from this fact: since “perfect” grammar transmission is
precluded by these factors, it is inevitable that my grammar will differ from that
of my input sources. Such differences are change.

One might object at this juncture that I have pushed my generally reductionist
attitude to the point of absurdity. After all, let us take a simple event in the
physical world (slightly idealized, but well within the confines of normal scien-
tific idealization): a rock rolls down a hill."” It is clearly true that we can take
any arbitrary number of “time-slice” views of this event and at each point the
rock occupies some position pis-g-vis the hill and has such-and-such a set of
(measurable) forces operating upon it. Indeed, it is possible to write a nice
equation which will predict within normal scientific margins of error what kind
of force it will take to get the rock to roll and what its ultimate resting spot will
be, given forces of various types operating upon it. The position [ have taken
above regarding “language change™ as an event would seem to imply that posit-
ing an event such as “the rock rolled down the hill” is really just an arbitrary
cutting up of these time-slices into a “beginning” and “ending” point, and that
such notions as “the rock rolled down the hill” should not be made part of any
empirical investigation.

This is clearly not a desirable result. If the proposed parallelism between, for
example, a sound change such as [iz]>[2j] and a rock rolling down a hill were
valid, then speaking of such a phonological event as a *change” which extended
over perhaps several hundred vears could be every bit as useful, in constructing
a model, as positing any type of “*motion” in a physical theory. I believe that for
much ot its history this has been the conception of language change which
formed the basis for the study of change processes in linguistics.

However, the proposed parallel between a change such as the diphthongization
of [iz7] and a rock rolling down a hill is not valid. Imagine, instead of a rock
rolling down a hill, the following scenario. A large rock sits upon a hill. Every
20 years or so an individual with instructions to place an identical rock next to
the rock they see on the hill comes along and does so. This individual is, however,
barred from using anything other than visual inspection of the original rock to
determine its features — they may not weigh it, examine its internal structure,

" This issue will be discussed in greater technical detail in chaptr:r 4.

" One will notice the Zeno-like nature of the argument which follows. T am not myself

attempting to invoke a Zeno paradox; my point is substantive, not philosophical.
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take measurements, etc. Moreover, they have not been given any instruction as
to precisely which aspects of the rock they should pay most attention to in the
determination of “identity™ for replacement purposes. These replacements pro-
ceed, at regular intervals, and 400 vears later there is rock at the bottom of the
hill which bears some resemblance to the original rock which sat at the top of
the hill 400 vears earlier,

Historical linguists have been looking at events which very much resemble
this “replacement”™ scenario and have been concluding that the rock rolled down
the hill. Thev were seeking, as is appropriate in the “rock rolls down the hill”
scenario, to uncover those forces which were acting upon the rock which caused
it to roll along the course it did, with the force it did, and to end up precisely
where it did. But note that, in the second scenario sketched above, the rock
never rolled; indeed, we are not discussing “a rock™ ar all, bur rather a series of
rocks. The critical changes in the rock were triggered not by forces acting upon
the long-since replaced original rock, but rather by the mechanisms guiding
the instances of replacement. Crucially, I restricted detailed access to the original
features of the rock being replaced (this was to virtually force “change,” just as
it appears to be virtually forced in the case of language transmission). The key to
understanding “change™ in such a scenario 1s to develop a model of constraints
on possible misanalyses of the structural features of the rock being replaced,
bearing in mind that after each replacement, we are dealing with a {somewhat)
different rock, with different possibilities for misanalysis, rather than studying
the original “structural™ forces operating upon the first rock. There is a good
reason why historical linguists have not been able to develop physics-style equa-
tions which will predict the development of vowel systems, for example, with a
high degree of accuracy: the mechanisms at work are fundamentally distinct
from those in the world of physics.

3.3 Diffusion

Given higure 3.1, how are we to interpret statements, common in both traditional
and theorerical works on language change, of the type “change X began in the
thirteenth century but was completed only in the late sixteenth™? Clearly, under
the “single-generation™ conception of change being developed here, an assertion
of that tvpe is not coherent. Similarly, the widespread sociolinguistic concept
of “sound change in progress” would seem to demand that change have some
temporal dimension. However, the sets of differences depicted in figure 3.1
cannot be “in progress™ in any meaningful sense — they come into being instanta-
neously, at the moment stage G, is reached. Before that point, they do not exist.
Both the notion of chronologically extended “sound change™ and that of observing
“sound change in progress” crucially involve the sociopolitical conception of
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language (or “speech community™'"), rather than the notion of “language™ as
“erammar” which we have seen above is so critical as a foundation for modern
empirical investigation of language phenomena. The statement | opened this
paragraph with is presumably intended to mean that the change is found in some
grammars as early as the thirteenth century but is not widespread in the language
(sociopolitically defined) until much later. “Sound change in progress™ similarly
refers to the spread of a sound change from some speakers to others, which,
naturally, does take time, In both instances we are dealing not with change, as
defined above, but with the diffusion of linguistic variants (Hale 1992).

If we return to the acquisition context we can see clearly what the differ-
ences between these two phenomena are. In the case of change, there has been
imperfect transmission of some feature of the grammar. The acquirer’s input
sources had features X, Y, and Z and the acquirer constructed a grammar which
had features X, Y, and W. The difference (W instead of Z) represents a change
(Z = W). In the case of diffusion, an acquirer has accurately adopted a linguistic
feature from some speaker. Accurate adoption is a form of successful transmis-
sion, 770t a type of change. Because we are interested in developing a theory of
“change™ precisely for the purpose of restricting possible diachronic paths of
development, and because such restrictions appear to be most readily imposed
at the “single-generation™ change level, it seems useful to restrict the concept of
“change” in the following manner:

¢ Change results when transmission is flawed with respect to some feature.
When transmission is not flawed (with respect to some feature), there has
been no change in the strict sense.

The notion of *flawed” transmission hides some rather complex issues. [ assume
thar the grammar comes into being through the acquirer’s processing of the input
data deterministically. Thart is, given the same input, presented in the same order,
any acquirer will converge upon the same grammar. Change can thus only be
triggered by a difference between the input data received by the source speakers
and that received by the acquirer from those speakers. How then do we get the
data to be “different™ for the acquirer than it was for his/her input sources, given
that it is being generated by a grammar developed to match the source speaker’s
original input? Figure 3.4 may make this confusing issue somewhat clearer.

This figure is a simple iteration of figure 3.1 over a second generation. The
source grammar for the first learner is labeled G, the grammar acquired by that
learner is G,. Having acquired histher grammar, this second-generation speaker’s
grammar ((,) became the source for a learning path which terminated when
the new acquirer fixed his/her grammar as G,. The issue which we must try to

'* Wote the absence of an cmpirica] defimition of this concept in the sncinﬁnguistic

literature in spite of its fundamental significance to much of the sociolinguistic enterprise

(see, e.g., Romaine 1982).



What is a “Descent” Relationship? 37

[ 5]
=2

Change (G,>G3)

* +* * * +* * * *
k

Change (G,>G;5)

Figure 3.4: Two generations of transmission

understand concerns the dotted arrows which, in the first generation, represent
the Primary Linguistic Data (PLD) which is presented to the acquirer by a speaker
with G, in his/her head. That PLD triggers modifications to the acquirer’s
current hypothesis regarding his/her target grammar, thus “*moving” the acquirer
along the S;, S, 5, ... S, path to G,. This PLD is in part'” a function of G,. This
' The reason for this gualification will become apparent as one works one’s way

through this book.
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is why G, typically bears such a strong resemblance to G, in fact. To get G; to
be different from G,, we need the dotred arrows emanating from G,, which
serve as the PLD for the acquirer who will eventually converge on G,, to be
different in some relevant respect from the dotted arrows emanating from G,
even though the evidence which allowed the construction of G, came precisely
from those G, arrows.

Two factors are critical here. The frst, discussed in general terms by David
Lightfoot as the problem of the “triggering experience,” concerns the crucial
difference between the grammar and the use of the grammar. A simple example
will make this clear. It i1s well known that, in Maori, passive clauses are far more
common than they are in, e.g., Western European languages. Indeed, the default
response to elicitation of a simple transitive clause from a Maori speaker is said
to be a passive version of that clause, rather than an active one. It seems likely
that the high statistical predominance of passive clauses was one of the factors
in the reanalysis of such clauses as active transitive clauses with “ergative” case
marking in a number of Polynesian languages, which may have once been like
Maori with respect to the frequent use of the passive (see Chung 1978: ch. 6).
It is clear that the grammar of Maori generates both active and passive transitive
clauses. However, speakers use that grammar to produce passive transitive clauses
far more frequently than active ones (thus giving acquirers rather different evid-
ence for the status of such clauses than an acquirer of, e.g., English gers). Thus
from grammars with structurally similar features (e.g., mechanisms which gener-
ate active and passive transitive clauses) different “robustness” of evidence for
the two structures can be produced.

The second factor is more complicated and has not been extensively discussed
in the literature, to my knowledge. It has to do with what the acquirer takes as
evidence for the specific grammar s/he is attempting to construct. Since, in my
view, most speakers have multiple grammars - used to generate, for example,
local dialect vs. more or less “standard” speech - the total linguistic output of a
single individual mav not present the acquirer with the tvpe of evidence which
would lead to the construction of a single, coherent grammar. This is clear in
the case of multilinguals, of course. In this case, the child must learn at some
presumably relatively early point in the acquisition process that s/he is receiving
evidence for multiple grammars. It must also be clear to the child that s/he is
receiving evidence for multiple grammars in the case of multidialectal output, or
s/he would not end up with grammars of both dialects. The precise mechanism
used by the acquirer to determine which utterances are to be generated by which
grammar is not known, but clearly if the acquirer mistakenly attributes utterance
X to grammar A (when in fact it could only be generated by grammar B), the
acquirer’s version of grammar A may end up differing from that of his/her source
for that grammar. As far as [ can tell, the attribution of specific output strings to
specific grammatical competences in the speaker is a complex and perhaps not
solely linguistic task: it may involve parsing the context and possibly aspects of
the communicative intent of the speaker. Thus while I would maintain that once
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a given form is taken as evidence for the grammar being constructed, its role in
the construction is deterministic, it may be that the process as a whole is, given
the intractable nature of manyv of the factors involved, rather nondeterministic
for us as contemporary scientists, The factors which lead the acquirer to accept
a given form as evidence for a particular grammar may include nonlinguistic
features of the context.

In instances in which multiple source grammars are used for the construction
of a single acquirer’s grammar without any of the features undergoing “change”
(1.e., misanalysis), there may be a new constellation of features in the grammar
— a constellation previously unattested — even though this new grammar is the
result of the acquirer’s accurate analysis of the specific structural properties of
his or her input sources. We may find “new grammars” - Le., grammars with
configurations of features we have not seen before, whose etiology is neverthe-
less irrelevant to the task of constraining “change.”

The general contrast berween change and diffusion must necessarily be main-
tained if we are to limit our attention to relevant phenomena. That the two
types of phenomena really contrast can be seen quite clearly from the fact that
changes need not diffuse: it is entirely possible — indeed, in my view, the norm -
that manv of the ditferences between a given acquirer’s input source grammar(s)
and the grammar he or she constructs will never spread to others (precise phonetic
output representations for the vowel /a/, tor example, or the detailed semantics
of an individual lexical item). They will die with this acquirer and probably
remain absent from the linguistic record of his or her existence altogether. It is
clear that if we were trving to develop a set of constraints on possible change,
changes which do not diffuse (because, e.g., the individual in which they are
manifested does not occupy the type of sociolinguistic nexus which leads others
to adopt his/her linguistic features) are every bit as relevant as those that do. Ot
course, virtually the entire record of changes used in historical linguistics con-
sists of examples of changes which have diffused. Since I believe that diffusion
is a highlv unconstrained process — i.e., that any possible “change” could just as
casily diffuse under the proper sociolinguistic conditions for diffusion — this fact
should not introduce distortion into the study of language change.

A simple potential sound change example illustrates the importance tor our
purposes of carefully distinguishing between “change™ and “diffusion.” In early
“Middle English” the word for “pure” was [lutter. No historical linguist would
posit that its replacement by the “French™ loanword pure represents a case of
sound change (though note that the sounds associated with meaning “pure” have
changed). If one were to accept it as an instance of sound change, one would
have to include within one’s theory ot sound change the possibility of changes
of the type [1]=[p], for example. No constrained theory of sound change will
result from such a broad definition. Instead, as is standardly assumed (since
before the Neogrammarian era), one must take the replacement ot lutter by pure
as an instance of “borrowing,” i.e., in our terms “diffusion.” Such examples make
it clear that, while there may be linguistic constraints on diffusion, they will
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have to be very weak, licensing many diachronic events which do not represent
instances of possible change in the sense outlined above.

This is not to say that the study of diffusion is not a worthy or valuable
domain of linguistic inquiry. Nothing could be further from the truth - T am
quite confident that there are interesting and valuable correlations, for example,
between the tvpe of language contact involved in a given diffusion instance and
the various types (given by an explicit and well-defined tyvpology of ditfusion) of
ditfusion events (see, e.g.. Thomason & Kautman 1988 for discussion) and that
working out these correlations will be of significant help in the enterprise of
historical linguistics. I do not, however, think that including diffusion events in
the data being accounted for in our theory of “change” will help us in our efforts
to develop a constrained theory. It is critical to the development of a theory
from which we can derive the constraints on change, as well as to the develop-
ment of a theoretical account of diffusion, that we distinguish between these
two fundamentally distinct events,'

Much of what I have said in the last two sections is not particularly idiosyncratic
— it builds directly on ideas which are widespread in the theorerical linguistics
community. That it is directly at odds with the perspective taken by some
contemporary historical linguists can be seen by assertions such as the following,
from Hopper and Traugort (1993: 38): “Methodologically it is certainly prefer-
able to recognize change only when it has spread from the individual to a
group ...” The authors nowhere ground this methodological preference. In their
own work, Hopper and Traugott go on to discuss reanalyses and “abductive”
changes (in the sense of Andersen 1973) — clearly actions of individuals. Is an
event of “grammaticalization” to be recognized (and accounted for by diachronic
linguistic theory) only if the individual responsible for the reanalysis happens to
be in the kind of sociolinguistic context from which spread of his/her innovation
takes place? The questions of what is a possible change and under what circum-
stances a change diffuses are fundamentally distinct, as I have argued above.
It thus works against us to allow diffiusion to act as an g priori filter on what
phenomena we consider in developing our theory of “change.”

It is not an a priori given that “change” rather than “diffusion” is the point in
the process where constraints are best stated. Grace (1969: 110) has asserted
precisely the contrary:

it seems entirely possible that it is in the diffusion process, rather than in the
innovation itself, that the constraints on sound change are enforced.

Grace summarizes at some length the model of language change proposed in
Halle (1962). Halle’s model of change does not depend upon acquisition and,

" The possibility of borrowing from closely related dialects, or from one’s own linguistic

ancestor, neither of which event is at all rare, can make it challenging to maintain this

distinction. This, of course, does nort lessen the importance of striving to do so.
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given that it involves changes in adult native-speaker grammars, 1s almost certainly
building upon diffusion events."”

The hypothesis holds that (1) adults are capable of making only certain kinds of
changes in their grammars, (2) that these kinds of changes dehine the set of possible
linguistic changes (or at least a subser of a particularly significant sort - at least
many of the traditional “sound laws™ would typically be members of the subset),
(3) that in some cases the grammatical changes made by adults produce suboptimal
grammars, in which cases a restructuring is carried out by children so as to produce
optimal grammars, and (4) that *linguistic change™ (or some important subclass
thereot ) is most profitably conceprualized in terms of the form of the change in the
grammars of adults (primary change), rather than in the grammars of children
(which possibly involves restructuring). (Grace 1969: 1035)

Contrary to the implication, though not the letter, of the first assertion in
(Grace’s summary, [ believe that adults may be highly constrained in the types of
changes they can make to their grammars (certainly they can add lexical items,
for example, but it is much less clear to me that they can modify the computa-
tional components of the grammar). It seems quite unlikely to me that adults
can “make changes” in their grammars to give rise to anything like our “sound
laws™ (i.e., regular sound changes). What tvpes of phenomena might mislead
scholars into believing that such direct adult modification of grammatical know-
ledge was a major factor in change? I believe that there are several quite complex
issues which arise in this regard, We may be in a position to productively deal
with these at this time — in any event, clarifving their status now will allow us
to avoid several conceptual confusions which often plague the consideration of
issues to be treated in the coming chapters.

First, it s important, in considering these matters, to distinguish adult innova-
tion from the production, for the first time, by an adult of a form generated by
the grammar they constructed as an acquirer. For example, it is possible that a
particular child might never have heard the plural formulae of formula, thus
storing the noun with no lexical exception feature, in spite of the fact that all
of the child’s sources had the irregular plural for this noun. If, for the first time,
as a 30-vear-old adult, the person in question produces formulas, there mav be
a tendency to see the moment of utterance as the moment of change - this
would then represent a change in an “adult™ grammar. This would be a mistake:
the change took place when the lexical item “formula” failed to be stored with

"' This is reminiscent of Andersen’s (1973) contrast between “adaptive™ and “evolutionary™

change. Unfortunately, much of the rest of the machinery posited in this widely-read
paper is, in my view, misguided. The possibility of “adaptive™ rules (marked as such,
according to Andersen) which parents apparently construct and then carefully avoid
using when evaluating the speech of acquirers is completely ungrounded, as is the parents’
direct access to their own “underlying forms™ (before the application of the adaptive rule)

required to get the model to work.
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the lexical exception feature responsible for generating formulae — the moment
of utterance is irrelevant.

Secondly, in real-time production, an adult may fail to access a lexical excep-
tion feature (apparently). Thus, although they may have formula stored with an
indication that it makes an irregular plural, formuulae, in real-time production
they may produce a form which the speaker would normally identity as a
“speech error.”™ Since normally the form produced in such a situation involves
default morphology tor that lexical class (thus, in our example, formulas), the
speech-error form will be parsable and seem well-motivated. But of course it
does not represent a change (when produced), any more than any other inadvertent
misproduction,™

The third issue is a serious and complicated confound, but it is worth a rather
extensive digression. It is perhaps best introduced somewhat obliquely, in the
following manner. It seems easy enough to establish that I can train some random
English speaker with no prior knowledge of or exposure to, e.g., Hungarian, to
utter 2 Hungarian sentence. With sufficient training, the sentence could certainly
be uttered to the satisfaction of any native speaker of Hungarian. But once the
trainee has reached the point where s/he can fool a native speaker of Hungarian,
is 1t in tact correct to say that they have “uttered a Hungarian sentence™? They
may believe they are saying “I am vacuuming the floor” when in fact they are
saying “I am choking the alligator.” They may have no idea what the word order
of the “sentence” 1s, or even of where the word boundaries are. If we take a
sentence to be a linguistic object of a certain type, with certain properties (e.g.,
a phrase structure, a tense specification, a predication, etc.), then clearly training
a human to parrot what sounds like a grammatical string of Hungarian need not
involve that human saying a “sentence™ at all. While it would appear, when they
utter that sound sequence, as if they were saying a Hungarian sentence, it would
only take relatively trivial psycholinguistic investigation to determine thar, in
fact, they are not.

One of the implications of this simple thought experiment is the following: it
is possible for a human to appear to be using a grammar as the foundation for
their utterances when, in point of fact, they are not. In the Hungarian story,
determining that we are dealing with an illusion would not be dithcultr, bur
I believe that there are cases of considerably greater subtlety and complexity,
involving precisely the same contusion. A fairly easy way to see what [ am con-
cerned about is the following: when one 1s at the very beginning of one’s study
of a foreign language, one may learn to utter a sequence (e.g., the “German”
sentence Ich weiss, dass ich ein Student bin. 1 know that | am a student.”)
under more or less appropriate circumstances, with, let’s say, relatively accurate
pronunciation. In one’s early second-language (L2} dialogues, it seems clear thar
the process at work looks something like that in figure 3.5.

' If someone takes the form as the intended target of the spraktr and ﬂdﬂp[bi (1.€.,

acquires) it, that is of course change of the usual sort (just as when physiology triggers an
ambiguity in the acousric stream).
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Communicative intent

l Grammatical computation

Qutput of G,

Postgrammatical processor

'{"'

L2-like output

Figure 3.5: Early L2 output generation

Thus if 1, as a beginning German student, want to construct a sentence which
conveys the meaning that I know that I am a student, I first feed that commun-
icative intent into my first-language grammar, which produces an output like *I
know that I am a student.,” I then perform a series of slow, error-prone, and
higher-order cognitive resource-demanding processes (such as “replace I by ich,”
etc.) whose output is something like Ieh weiss dass ich ein Student bin, 1 then
attempt to pronounce that “sentence.” I have put “sentence” in scare quotes because
I think there is good reason to believe that | have not, in fact, uttered a sentence
at all. I certainly made my early subordinate clauses in German by “moving the
verb to the end” (as [ was instructed to do by my teachers) — but of course this
Is not a syntactic operation. Syntactic movement targets specific structural posi-
tions. In German subordinate clauses, in particular, it may well be the case that
the verb has undergone no movement at all (that it moves in main clauses seems
clear). T was merely doing roughly word-for-word replacements of my first-
language sentences, and performing operations on the resultant strings which
are not permitted by Universal Grammar (UG) (such as “move the verb to the
end of the sentence™). Since the strings I ultimately proudly uttered as if they were
German sentences were produced by processes not possible in a human lan-
guage, | obviously was not saying German sentences, which are produced solely
by UG-licit processes. The case is different from the parroting case only by the
fact that rather than rote-learning the specific utterances I would be saying, I
had internalized a set of processes to convert my L1-output into something that
would seem German-like. The impression that | was in fact speaking German
was correspondingly stronger, both for myself and for others, but it was, in the
end, illusory. Only once one begins to generate sentences in a language using an
actual grammar, can one be said to be uttering sentences at all.”'

How is this tale relevant to the issue of whether adults can *change” their gram-
mar? We have doubtless all observed cases, perhaps even involving ourselves, in

q . . . .. .
I We will return to the issues surrounding the positing of a postgrammatical processor

in our discussion of variationist approaches to syntactic change in chaprer 8.
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which the output produced by an individual changes over time. I myself grew up
speaking a strongly nonstandard wvariety of English, with multiple negation,
invariant @ as the indefinite article, and numerous other stigmatized features. As
an adult, in most settings in which I fiind myself in my day-to-day existence, my
speech appears to lack these properties. However, if 1 spend time with my
mother and my siblings, these features reemerge almost immediately, withourt
any conscious intervention on my part. [t seems clear that at the very least when
[ first began to adopt “standard™ dialect features, I did so using a translation +
postprocessor technique not unlike my early German-learning days. Thart is, in
general, it makes little difference whether one’s target for an L2 learning task 1s
another “dialect™ or another “language™: if it represents a different grammar
(which of course it does by definition), one will begin by producing psendogram-
matical, postprocessor output long before one will actually have constructed a
grammar to produce the output in question (if one ever takes the latter step).
Extensive use of this postprocessor can make it very fast and very efficient, but
because of the nature of its operations, it will never become a grammar.” The
fact that my output, when using this postprocessor, has changed, perhaps dra-
matically, cannot therefore be taken as an instance of “change” in the historical
linguistic sense — after all, even if [ spent a great deal of time speaking Pig Latin,
we would not say that my first language changed into Pig Latin, because Pig
Latin is not a possible human language. Note that, even if Pig Latin were a
possible human language, to claim that my first language “changed”™ into it
would entail that I no longer could speak my first language (which would have
“changed” into Pig Latin and thus be gone). As the cases of German and of my
learning some standard English constructions make clear, the process involved is
not one of “changing™ the first language, but rather of building a postprocessor
which operates (when I opt to use it) on the output of my first language.

All of the examples given in the first three “issues™ above have involved appar-
entt adult grammar change, but have turned out to have alternative, nongrammar-
based explanations. However, I do believe that adult language learners can
successfully construct grammars, i.e., [ do not believe in what is sometimes
called the Critical Age Hypothesis. It seems clear thar if an adult constructs a
new grammar which is similar in many wavs to their first grammar, and they
begin to use the new grammar extensively, it may appear that they have changed
their first grammar into their second. But the question of whether such adults
have “changed” their grammar, or if this is perhaps better conceived of as them
having constructed a new grammar of the “prestige™ dialect they have opted to
imitate, is an empirical one. My suspicion is that they do not normally lose the
abilitv, in other social situations, to produce their original forms (as in my

21 believe it is not difficult to experimentally assess the difference between the output

of an (L2} grammar and the output of an L1 + postprocessor system. The latter suffers
severe degradation of output under circumstances of fatigue, distraction, or intoxication

— the former does not.
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reversion to my native dialect forms when speaking to my siblings mentioned
in the last paragraph): this would mean thart their original grammar is intact and
they have, no doubt borrowing heavily from their first grammar (taking over every-
thing from it they think is identical to that in the prestige target — a judgment
they could easily get wrong), constructed a grammar of the new dialect. Once
again, to speak of “change” in this case seems misguided. We would certainly not
want to say, if I learned some variety of a “German”-type grammar through this
same sequence of events, that my “English™ “changed into™ my new “German.”

To return to the Grace quote, the assertion in (2) indicates that Grace and
Halle believe that adult speakers suddenly, without any contact-induced reason
(else it would be diffusion, of course), start uttering, say, |[f] for what they
learned as children was [p"]. Note that if he has in mind diffusion from closely
related dialects, then he is merely ducking the question of where the first gram-
mar which had [f] (or some [f]-like segment) for earlier [p"] got that feature.
There is a certain tradition in treating “sound change™ as equivalent to borrow-
ing, which builds critically on avoiding the question of where the variants present
in a speech community might have come from in the first place. Hoenigswald
(1960: 55) makes the argument as follows:

It is hard to escape the conclusion, speculative though ir is, that sound change is
generally the result of internal stresses and strains within one speech community
and that its mechanics is fundamentally that of borrowing with sound substitution.
With the aid of such a view a great obstacle to the acceptance of sound change can
be overcome: the inability to conceive of a process so contrary to ordinary speech
activity as the elimination of existing contrasts. Naively, any speaker of a language
can imagine that he will at some future time carry out, along with his fellow
speakers, lexical borrowing ... But no speaker of English can easily see himself
giving up the contrast between, say, clip and lip, click and lick, clock and lock. Yet
that is more or less what happened to knight and night, knit and nit, knot and not
a few cenruries ago. If it could be shown that that change began with a purely
phonetic disparity, and with a subsequent effort (a “misunderstanding™ .. . ) on the
part of some members of the community to reproduce what is a less prominent
(non-released? voiceless-nasal?) phone in the /kn/ of the source dialect of their
high-prestige neighbors and substitute for it their own /n/, an important difhculry
would disappear. ..

While I would not deny that there may be many interesting “sound change”-like
diffusions of this type, the question which is being avoided here is this: whart is
the source of the “phonetic disparity™ in the realization of /kn/ if it is not “sound
change™? Note, additionally, that the “great ditficulty” raised by Hoenigswald
does not arise if we locate the misanalysis which led to the [knot]:[not] merger
in first-language acquisition: the acquirer never had the contrast and therefore
had nothing to lose.

A hypothesis of “spontaneous adult modification™ of the grammar such as Grace
and Halle would appear to be advocating seems seriously undermotivated, as a
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general theory of change. Since no mechanism is suggested, it is completely unclear
to me how we would preclude an adult suddenly producing [i] for [p], for example.

Point {3) above, that adults may change their grammars into “suboptimal”
ones, seems to have widespread currency in contemporary theoretical approaches
to historical linguistics. For example, Lightfoor (1979) includes as a key compon-
ent of his model of syntactic change the notion that “less highly valued gram-
mars” are liable to undergo reanalysis. The model implies some kind of steady
decay from an ideal (*unmarked™) state until a catastrophic change (“reanalysis”)
sets things right again. Leaving aside for the moment whether we are ralking
about adults changing their grammars (which [ do not actually believe happens)
or adults constructing new grammars {which they mav come to use as their
primary grammar over time, depending on what kinds of social situations they
find themselves in), do we really want to license the notion of “*suboptimal”
grammar at all? The explicit claim is that it is possible for the human organism
to construct and use for their day-to-day communicative functions (e.g., with
their children, crucially in this context) a grammar which is less than optimal. If
the human cognitive system is capable of constructing such an entity, and such
an entity will serve all the purposes of real-time functioning required of human
language, what is to prevent the child from constructing such suboptimal gram-
mars as well>** Put another wayv, why should the optimization process — clearly
a critical part of acquisition - optimize beyond necessity during acquisition but
not later on? The principles of UG must constrain all grammar construction (at
any time) in any human organism. If “optimization™ is required, as I assume it
is during first-language acquisition, it must be required by principles of UG (i.e.,
suboptimal grammars would have to violate some principle of UG, otherwise
they could be constructed). I assume that human beings cannot use computa-
tional systems which violate the principles of UG as languages, by definition,™
and that all human languages are “optimal,” given the data upon which they are
constructed.”” The notion “suboptimal™ grammar seems to me therefore to be a
very costly and counter-intuitive mechanism to account for change.

3 Licensing “:-'.uhuptima]” grammar construction during ﬁr5t-|anguag:: acquisition creates

a dangerous theory, in my view, in which some languages are “better optimized™ than others.

** Thart is, the principles of UG must license any possible human language.

It seems to me entirely possible that one of the resources available to the child
growing up in multilingual (or multidialectal) contexts which allows him/her to determine
that the data sthe is receiving comes from different grammars — not necessarily from dif-
ferent individuals, of course — 1s that no single grammar can be constructed according to
the principles of UG to generate, for example, simultaneously a variety of “Spanish™ and
one of “English” (or indeed a variety of “Yorkshire English™ and a variety of “RP English™).
Since there is no reason to believe, as far as [ can see, that this inability is computational
{all of the necessary computations to get both Spanish and English are possible), I suspect
that what is at issue is the inability to “optimize™ the grammar one would have to

construct to a degree which would make it an acceprable instantiation of UG,
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Finally, even if we accepted the argument as far as point (4), there 1s nothing
in the discussion which would indicate that the instances of adult change are in
any way more “valuable” for the development of a theory of language change.
The restructuring — optimization — which children do would seem to be the
more interesting place to look for constraints on change. The epistemological
status of “suboptimal”™ grammars hardly makes one want to focus the attention
of a constrained theorv of change in that area. Unless Grace (and Halle, and
others adopting this view) believe that grammar transmission is flawless, at least
some changes are clearly to be located in the transmission process.

3.4 Conclusion

Given the dehnition of change advocated above, what types of change do we
expect to hind in the history of language? I am not in a position to present a
detailed theory of constraints on possible change — we have not vet reached the
point in the development of historical linguistics to know what such a theory
would look like in any significant detail. Instead, in the coming chapters, [ will
attempt to outline further considerations which will play a fundamental role in
the development of this constrained theory of change, assuming a particular
model of the grammar. Obviously, under different assumptions concerning the
nature of grammatical representations, a different set of concerns might emerge.
However, as has hopefully become somewhat clear from what precedes, and
will perhaps become even clearer in whart follows, it is imperative that historical
linguists make explicit what model of grammar they are operating with: the
tvpes of change they posit will follow directly from their assumptions about the
grammar. An inexplicit theory of the structure of the grammar will be unclear in
what constraints it imposes on possible changes, and thus what types of change
it permits. As in any science, only by being maximally explicit about the content of
our posited constructs can we hope to move the agenda of historical linguistics
as a scientific pursuit forward.

3.5 Discussion Questions and Issues

A. Discuss the contrast between “change™ and “diffusion™ advocated in this
chapter. Can you see practical difficulties with attempting to apply the
distinction systematically to a body of data? Can vou imagine the general
properties of a theory which did not maintain such a distinction, and what
a failure to do so might mean for a general theory of language change?
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The “postgrammatical processor™ (which will also be referred to simply as
a “postprocessor”) is introduced in this chapter and will come up again on
occasion in what follows. Discuss what the concept is, what role it plays in
the theory being developed, and, again, any practical difficulties you envi-
sion with its invocation in specific instances.

Discuss the difference berween “direct descent™ and “lineal descent™ estab-
lished in this chapter and consider the arguments provided for how the
problem of a lack of direct lineal descent might be plausibly dealt with. Do
the arguments seem compelling? Can vou think of limitations on those
arguments, or additional ways of dealing with the problem?
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4 Galilean-Style Phonology

“Sound change” is unfortunately a very bad and misleading term for the phenomena
to which it is supposed to refer for the simple reason that what really changes is

not sounds but Eraminars.

Postal (1968: 270)

Before we can discuss the various types of phonological change, a number of
definitional issues must be resolved. First, it is necessary to be as clear as possible
about the nature of phonology itself. Of particular interest to us in the present
context, as we shall see, is the precise svnchronic relationship between phonology
and phonetics — a matter neither conceptually simple nor uncontroversial. Once
we have established a reasonable degree of terminological (and, hopefully, con-
ceptual) clarity in this domain, we will be in a position to leverage this enhanced
conception in developing a clearer notion of the issues which arise in the corres-
ponding diachronic domain.

The title of this section refers to the matters raised by Chomsky in the following
quote (2002: 98):

What was striking abour Galileo, and was considered very offensive at the time,
was that he dismissed a lot of data; he was willing to say “Look, if the data refute
the theory, the data are probably wrong™ . . . But the Galilean stvle . . . is the recog-
nition that it is the abstract systems that vou are constructing that are really the
truth; the array of phenomena is some distortion of the truth because of too many
factors, all sorts of things. And so, it often makes good sense to disregard phenom-
ena and search for principles that really seem to give some deep insight into why
some of them are that way, recognizing that there are others you can’t pay atten-

tion to.

In our brief discussion of the relationship between diachronic linguistic analysis
and inscribed historical artifacts and manuscripts in the previous chapter, [ am
sure that it became clear that what appears, on the face of it, to be a relatively
straightforward matter, turns out, upon deeper examination, to be quite complex.
In particular, dealing with the complexity of the wide range of factors which
shape the observed phenomenon demands a careful division of the analytical
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tasks into the archeological, philological, and linguistic domains. Segmenting
the component research tasks which confront us in a particular scientific enter-
prise in this manner is one of the key mechanisms for dealing with the types
of issues raised by Chomsky’s discussion of Galileo, That careful consideration
of the martter led us to believe that it was more complex than it first seemed
is hardly surprising — it is, of course, a normal property of scientific investiga-
tion, which, throughout its history, has generally taught us that things are not
as simple as they often seem under pretheoretical consideration. It should be
equally unsurprising, then, that matters of considerable complexity are hidden
behind the relatively trivial and seemingly uncontroversial definition of “phono-
logy™ as the study of “the sound systems of languages™ (thus, e.g., Crystal
2003, s.v.).

In fact, the parallelism with the artifacts discussion above is, in my view, quite
far-reaching. The “speech sounds™ with which phonology is widely alleged to
concern itself would seem highly concrete, measurable objects with a wide range
of empirically determinable properties (much like the artifacts discussed in the
last chapter) that should make them ideal candidates for scientific investigation.
Indeed, the science of phonetics, coupled with numerous significant engineering
breakthroughs in the acoustic and, perhaps equally importantly, computational
domains, has been able in recent decades to provide a far richer body of quan-
titative material regarding human speech than has ever been available to scientists
betore. Interestingly, this increasingly sophisticated understanding of the physical
nature of “speech sounds” has taken place largely independent of, and without
direct impact upon, the development of models of human phonological systems.
For example, movement towards “underspecified™ phonological representations
in the mid-1980s (see, e.g., the collected papers in Phonology 5 = a special issue
dedicated to this topic) was not in any significant sense a product of what was
by that time a massive increase, relative to the state of the matter in the early
days of generative phonology, in the sophistication of phonetic tools, nor, indeed,
has the recent development of Optimality Theory been so motivated. Research
into the architecture of the phonological system appears to have developed on
its owmn, in spite of the enrichment of our knowledge of the phonetics of human
speech during the relevant period.' It turns out that this separation between the
detailed measurements of the phoneticians and the development of phonological
theory — much like that between the archeological investigation of inscribed

' There are some apparent exceptions to this doubtless overly-broad claim. In rule-

based phonology, “feature geometry™ was often conceived of as arising directly from
phonetic facts. However, the relevant “phonetic facts™ were well-known, basic aspects
of articulatory phonetics, not recent discaveries about acoustic or auditory phonetics.
Similarly, so-called “phonetic grounding™ in the work of Archangeli and Pulleyblank
(e.g. 1994), and subsequently in Optimality Theory, is orthogonal to the machinery intro-
duced by that theory, and to the motivation for the development of its apparatus.
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objects and research into the linguistic history of a linguistic system - is appro-
priate and necessary, in my view. [ will trv to show this in whart follows.

4.1 The Grammar, Production, and Perception

A sketch is presented in figure 4.1 of certain aspects of an event in which a
speaker — one with a linguistic system much like that of the author — utters the
word “cat™ and is heard by another individual with a linguistic system like that
of the author, in the relevant respects. In spite of the convoluted nature of the
higure, it represents a gross oversimplification of what is involved in any actual
speech event, though it is designed so as to capture those aspects most relevant
to our present concern. It will be helpful to go through the diagram with some
care, beginning with the “speaker™ on the left.

In the upper left-hand corner of the hgure (at @) we see a (partial) lexical
representation, /kaet/ (note that the listener has stored in his or her mind the very
same lexical representation, see @, to the extent details are provided in the
figure). In keeping with normal practice in the field, a *phonemic™ representation
of this type is given between “slashes.” Also in keeping with widespread practice
in the field, the phonological feature bundles which are assumed to actually be
used in the mental representation of phonemic segments have been abbreviated
into symbols of the International Phonetic Alphabet.” Lexical representations
such as this, in adults, are assumed to consist of only that information required
to generate all of the allomorphs of a given morpheme.” They are stored in long-
term memory, in what is generally called the “lexicon,” to which items may be
added throughout the lifetime of the speaker.

This underlying representation is subjected to, or serves as the input for,
phonological computation (which may be of any of various types - ordered
rules, an Optimality-Theoretic system, etc.), the result of that computation being
a generated phonetic output, or surface, representation, usually included within
square brackets (®). The representational alphabet (i.e., the entities used in the
construction) of these output representations is, it appears, the same as the

* This latter practice introduces the possibility of serious confusion — confusion which

can be observed with regularity in the phonological literature, in my opinion — in that
one and the same IPA symbol may, and in my opinion far more frequently than is
generally assumed, does, represent what are in fact distinct phonological feature bundles.
The matter will arise in some detail below, so I will postpone consideration of it at
this time.

* See Hale and Reiss, forthcoming, for a more exhaustive discussion of these matters,
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representational alphabet of underlying forms.” Such output representations should
thus consist of phonological teatures, metrical/prosodic structure representa-
tions, and the like.

In discussing this figure I will attempt to distinguish carefully between com-
putation, such as that seen in the mapping from phonemic representations to
phonetic representations, and what I will term transduction.” Computation in-
volves the manipulation (reordering, regrouping, deletion, addition, etc.) of the
elements present in the input without a change in representational alphabet. By
contrast, transduction involves the mapping of an entity in one form onto a
distinct form - the classic example is the transduction of air pressure differen-
rials (“sound waves™) into a stream of electrons by a microphone,

The distinction between computation and transduction provides a useful means
of conceptualizing the broadly assumed modularity of the computational mind.
A “module” can be thought of as a device which takes input representations
(in some representational alphabet) and computes over these representations,
generating thereby an output in the same representational syvstem. The modules
of the computational mind must be linked by a set of transducers, which convert
material in one form into a form required by the computational module fed by
the conversion process. We will see a concrete example of transduction when we
turn to details of articulation and speech perception below.

The “phonetic™ output representation (@) is then subjected to transduction to
a distinct representational system: the so-called gestural score (@), This repre-
sentation maps out, much in the manner of a musical score, the relative durational
and dynamic properties of the intended articulatory target. The actual timing
and, e.g., loudness, will arise through a combination of this relative informa-
rion and other aspects of the behavior-generating system (e.g., the emotions of
the speaker), as we shall see. It is assumed, as indicated by the fact that this map-
ping has been labeled a “transduction,” thar the gestural score does not consist
of sets of phonological features bundled into abstract segments.

The process of getting from this “gestural score™ to an actual articulatory act
is one of tremendous complexity, involving numerous factors which arise in what
I would assume to be a rather large number of intervening computational systems,

* This is not to say that a partéicilar output representation may not contain informa-

tion not present in the specific input form which gave rise to it, obviously. A typical
output representation will conrain, for example, an indication of the position of prim-
ary stress and syllable structure, both of which, if predicrable, may be absent from
the relevant input representation. However, in principle — 1.e., as a property of the
architecture of the svstem — such r::]:rrrs::ntatiuna| propertics are not prt::ludtd from
underlying representations (e.g.., when not predictable, or, perhaps, in early stages of
acquisition).

i

The term transdwection as used here is extended somewhat from its use in Cognitive
Science by, e.g., Zenon Pylyshyn, his use itself an extended version of the way the term is

employved in physics.
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Little is known about the modules involved, and no exhaustive listing of relevant
factors is possible, so I have satished myselt with giving a list of a relatively
small number of factors, which, however, covers a considerable conceptual range,
and which must in some manner be involved. Doubtless some of the intervening
modules involve computation, others certainly must involve transduction (since
the output is some set of electrochemical neuromuscular signals). I have attempted
to separate what one might think of as “cognitive,” as opposed to more purely
physical, factors, placing the former abowve, the latter below, the line which
indicates the course of the compurtation.

For example, it is clear that the degree to which a speaker successfully focuses
his or her attention on the acr of articulation itself will affect quite directly
certain aspects of the actual physical act. The modules of the mind responsible
for artentional control (as well as all aspects of the mind/brain which interact
with that module - e.g., the electrochemical effects of alcohol consumption) thus
must play a role in what ultimately befalls the “gestural score™ representation.
Similarly, the emotional state of the speaker and, as indicated in the fgure,
whatever strategies the speaker uses to attempt to control an imminent burp
(“burp regulation™) — which may involve increasing the muscular tension in the
vocal tract, for example. The reader can doubtless trivially expand the set of
such cognitive factors which play some role in determining the properties of the
ultimate bodily output of the speaker.

In addition to being embedded in this cognitive context, the generation of an
actual phyvsical signal will be determined in part by the noncognitive, physical
context within which the utterance event takes place. At this point, we are
concerned with physical effects internal to the speaker. These include relatively
stable properties of the speaker (e.g., the size and shape of his/her resonating
cavities, tongue, vocal folds, lungs, etc.) as well as more transient phyvsical
properties (e.g., the current fatigue of the relevant muscles, quantity of saliva or
peanut butter or whatever in the vocal tract, etc.). Such factors thus vary both
from individual to individual and from time to time, in the same individual.
That these variables will play a role in the acoustic shape of the output is not a
matter of linguistic speculation, but 1s rather given by the nature of the physical
universe, of which the speaker’s body forms a part.

The combined effects of these various factors is a patential acoustic output —
the actual acoustic output, as we shall see, 1s a function of vet turther factors.
The form in *human body™ brackets (@) is meant to represent what the output
of the speaker’s body would be, ignoring all external influences. This is much like
the notion of the rate of a falling body in a perfect vacuum - actual falling
bodies will match this only to some vague approximartion, since they are not in
a perfect vacuum, but to understand how such bodies fall owutside the vacuum,
it is valuable to formulate a hypothesis about how they would fall, absent the
accidental effects of being in an atmosphere. It is just such an idealized represen-
tation that the symbols between the “human body™ brackets 1s intended to repre-
sent. This representation differs significantly in its basic properties from that of
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the “gestural score” (e.g., it includes, which the latter excludes, speech rate infor-
mation, speaker-specific acoustic effects, and the like) — the overall process of
getting from the gestural score to the idealized bodily output is thus one of
transduction, rather than computation.”

At this point in the figure our concerns shift from the speaker — from whom
the signal has now become fully independent - to the listener. For example, an
actual acoustic wave (indicated by the vaguely wave-like graphic in the figure)
will ditfer based on the listener’s position relative to, and his/her distance trom,
the speaker. The acoustic wave (@) is thus a listener-specific representation, as
will be all following representations in our figure.

The actual factors influencing the form of this acoustic wave are again too
complex to list in any detail. As with the speaker-specific considerations, I have
attempted to separate cognitive from more purely physical considerations. In
the latter category, it is again a matter of physics that the properties of the
medium through which the signal is being transmitted (the “atmospheric condi-
tions in the ambient environment™) must influence the form of the acoustic wave
which reaches the listener, as, indeed, must the interference patterns produced
by other ambient acoustic waves. On the cognitive side, the listener has atten-
tion control systems which include the ability to manipulate the orientarion
of his/her auditory receptors relative to the sound source, which may be invoked
at this point. The combined effect of these various factors will be some wave-
form reaching the ear of the listener — that waveform is indicated by the wavy
graphic at ©.7

This waveform is then subject to a range of physical and cognitive effects
within the auditory system of the listener. The cognitive factors again include
how much of his/her attentional resources the listener gives over to this acoustic
signal, the emotional state of the listener, and the like. On the physical side, the
signal will be modified by the ambient environment of the outer and inner ear, as
well as by response fatigue in the relevant movable parts of the audition system.
The representation which results from the effects of these various physical and
cognitive factors I have called the “raw auditory percept™ (®). This representa-
tion must then be broken down into its component elements. This decomposi-
rion includes not only separating those aspects of the representation which are
taken by the listener to be due to a speech signal in the input (as opposed to the
sound of a passing truck, for example), but also an analvsis of the speech signal

®  Of course, since this process actually consists of numerous mapping events, any number

of these mappings may in fact be computations, as long as at least one of them involves
transduction. The point is merely that if we collapse these into a single *system,” and
even one of them involves transduction, then the representational alphabet of the output
will be different from that of the input and the entire, simplified and collapsed, “system”
will thus perform a transduction.

* 1 abstract away from the fact that biaural listeners get, in fact, two distinct acoustic

signals and exploir the difference berween them in the course of processing.
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itselt into “speaker voice quality,” “speech rate,” “speaker emotional state,” and
“linguistic content” components.” We are concerned at this point only with the
“linguistic content” component of the “raw acoustic percept,” which 1 will assume
takes the form of an “auditory score™ (@) — similar, in manyv respects, to the
“gestural score™ on the production side. For example, the “auditory score,” like
the “gestural score,” does not include rate information (but will include relative
temporal durations, since these may be linguistically relevant), or speaker-
identification cues and the like.

Parsing involves the establishment of a link between this auditory score and
an appropriate output representation of the grammar, the parser being the
device which evaluates matched pairs for suitability. Numerous complications
arise at this point, most of which lie well beyond our narrow concerns here, as
well as well bevond my competence, but the rough approximartion in our figure
should suffice for our relatively limited purposes. In this figure, candidate output
representations (@) are generated by the grammar from the listener’s stored
phonemic representations (@) and checked against the auditory score,” presum-
ably by means of an algorithm, which produces an auditory score from the
grammar’s output representation, not unlike that which generates the gestural
score from the grammar’s output representation." As we saw on the speaker
side of the figure, the relationship between the “phonetic” representation and
the auditory score is assumed here to be one of transduction. This follows trom
some basic properties of the auditory score — e.g., the fact that it encodes
information about relative temporal duration and timing relations (matters which
a bundle of features do not directly encode).

The result of this process is the establishment in the mind of the listener of
a phonemic/phonetic pair, linked by the grammar. The phonetic representarion
having been selected for its ability to transduce to an appropriate “auditory
score,” the phonemic representation for its ability to map, via phonological
computation, to that phonetic representation. The phonemic representation thus
posited can then be exploited by “higher-level”™ grammatical analysis.

Armed with this sketch of what could go on when one utters /kat/ — a sketch
which on the one hand seems almost ridiculously overly detailed but which, on
the other hand, falls far short of an even vague claim to comprehensiveness — we
can turn to the question of which aspects of this figure linguistics proper concerns

¥ As with most of the matters discussed regarding our seemingly elaborate figure, this

list is not intended to be exhaustive, nor are the factors necessarily independent of one

another.

*  This is an “analysis by synthesis”™ model. Other possibilities exist — the details are not

critical for our concerns here.

" Agai | h ihilities exist. To give | le, i be tl
gam, countless other possibilities exist. 10 give Just one example, 1t may be that a

gestural score 1s generated from the linguistic output representation, just as is done when

one 1s speaking, and that gestural score is then “converted™ to an acoustic score by some

transductive and/or computational process{es).
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itself with. It is important to bear in mind - as we noted in the last chapter when
we discussed philology and linguistics — that there is a distinction between the
sources of evidence which a scientific enterprise may make use of and the object
of study of that field. Physics is not gbout linear accelerators, but understanding
of and access to linear accelerator data has played a key role in the progress of
modern physics. The question [ am interested in at this point is that of what the
object of study of linguistics, in the phonological domain, is.

Answering this question involves attempting to isolate narrowly linguistic
concerns from the many and diverse factors which play a role in speech behavior.
As linguists, it 1s not within our domain ot responsibility to investigate why one
speaker talks a great deal abour dogs and another less so, or why one individual
vells more than the average and another whispers, as interesting as these ques-
tions may appear. Nor are such questions answerable within the context of the
types of explanations linguists are prepared to provide: the grammar does not
tell you whether now 1s the time to tell that amusing anecdote about your
favorite pet or loudly chastise your children. There is a difficulty, widely recog-
nized in the philosophy of science literature, with conceptually isolating systems
for investigation which do not in fact function in isolation. Nevertheless, as
Lawrence Sklar (in part, paraphrasing Stephen Weinberg) has recently argued,
there is reason to believe that the systems which interact to give us the world are
isolable as a matter of fact, rather than simple methodological convenience. He

notes that (Sklar 2000: 54-5)

without a sufhcient degree of isolability of svstems we could never arrive art
any lawlike regularities for describing the world at all. For unless systems were
sufficiently independent of one another in their behavior, the understanding
ﬂ'F [I']E 'E‘."'ﬂl'l.'l.tiﬂl'! l'.I'I'- owven t]'ll'_‘ E-mEI.I]E'.it I'.'IEITI.' nf: tI'IC L'I.Tli'h"l:rﬁf_‘ WﬂU]d mean lEE"l'_'PiHE_
track of the behavior of all of its constituents. It is hard to see how the means
for prediction and explanation could ever be found in such a world. ..
it can be argued that unless such idealization of isolability were sufficiently

legitimate in a sufficiently dominant domain of cases, we could not have any
science at all.

The determination of what the “object of study™ of linguistics, in the phono-
logical domain, is thus requires that we examine our figure for some object or
objects which could be subjected to serious scientific investigation as if isolated,
1.e., without regard for “extralinguistic” considerations, No “isolation™ lines are
given for the phenomena pictured in that figure by the world itself, nor, indeed,
are we provided by nature with a division between what is narrowly “linguistic”
and what 1s “extralinguistic.” As a result, these issues are essentially definitional,
though, following Sklar, it seems sensible that the most useful method of break-
ing up our fhgure into isolated subsystems will be that which corresponds
most closely to actual computational independence of the real-world systems
involved.
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4.2 What is a “Phonological Object™?

From Crystal’s definition of “phonology” cited above — which explicitly mentions
“sound” - it might appear that we should select, as the part of our iigure which
contains “phonological objects,” something one could in principle hear (i.e., a
“sound”™). There is, in fact, only one such entitv in the hgure - the wavetorm
representation (for a specific listener) indicated by the wavy graphic (@), Ir
would appear, as well, that there would be some concrete advantages to adopt-
ing this representation as the relevant one — e.g., it is, to a reasonable approxi-
mation, amenable to measurement.'' However, in establishing just what one
would have to attempt to remove from the waveform to achieve “isolability™ it
seems clear that the factors which lead trom the “idealized bodily output™ form,
#"xna i, to the waveform are precisely #ot linguistic factors: the cognitive
processes by which one mav adjust one’s head position to optimize audition are
psvchologically interesting, but there is certainly no reason to believe — and no
linguist has ever advocated it — thar such adjustments result from grammatical
computation.

In addition, it seems clear that the ambient atmospheric conditions and inter-
ference from passing sound-wave producing entities play a role in our delibera-
tions only insofar as thev are something we want to exclude from consideration
in determining the linguistic properties of a waveform. But if the factors which
get us to the waveform from the “idealized bodily output” form (at @ in the
higure) are precisely nonlinguistic ones, then in the interest of isolating those
components of our figure which are linguistic objects we would surely be better
off targeting the idealized bodily output form. Selecting this as our object of
study would already eliminate many factors which we want to exclude from
narrow linguistic consideration in any event,

However, if we examine the factors that got us to the idealized bodily output
form from the gestural score in @, those factors appear once again to be pre-
cisely of the type which we would not want to include within the scope of our
linguistic investigation. It is doubtless fascinating just what computational and
memory systems are leveraged to try to get vourself not to burp while saying
“cat,” and someone should surely be investigating such matters, burt just as surely

"' 1 say “to a reasonable approximation™ because, on the one hand, acoustic measure-

ments of a speech signal may contain far more information than a human can use in
acoustic processing (and thus mayv contain irrelevant informarion), while on the other
hand, these measurements generally fail to capture in any detail effects due to stereoscopic
audition, head/ear orientation, and the like. Finally, such measurements are usually,
at least in linguistic studies, taken in contexts quite different from those of normal speech
transmission [(e.g., they are made in echo-resistant rooms, using head-mounted micro-

phones and headphones, etc.).
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that someone is not the phonologist.” The same holds for the physical level of
the mapping from @ to @: peanut-burter/saliva ratios in the vocal tract are, again,
fascinating topics for scientific study, but they are not phonological topics.

So, if the factors which give rise to the “idealized bodily output™ from the
“gestural score” are nonlinguistic, then we do not want to include them within
the scope of our object of study. This leaves only the phonemic representations
(in @ and, for the listener, @), the phonological computation system (which isn’t
blessed with a number in our figure), the phonetic output representation (at @
and, for the listener, @), and the gestural and auditory scores (& and @). Since
the “speaker-oriented” phonemic and phonetic representations are assumed to
be the same formal object as the “listener-oriented” phonemic and phoneric
representations, we'll ignore the listener side in what follows.

There is, I assume, no real controversy over whether or not it falls within the
purview of the phonologist to concern him/herself with the phonemic represen-
tation, the phonological computation system, and the {epiphenomenal) phonetic
representation. The only remaining issue in the delimitation of phonology thus
concerns the “gestural” and “auditory™ scores. For this question, my competence
in this domain falters, so 1 will have to satisfy myself with a mere statement of
the 1ssues. Let us take the “gestural score™ as our example, though presumably
parallel arguments hold for the auditory side of things. 1 can envision two
distinct possibilities. Under the first, the gestural score is generated by the same
type of “action plan™ processes which give rise to any coordinated physical
activity. Imagine | have formulated some intent — presumably a mental represen-
tation of some type — to scratch my nose. Some systems of the mind/brain must
convert that representation into a “nose-scratching™ score, which contains the
relevant key inflection points for the planned action, the relative timing of those
inflection points (so that the slight lowering of mv head, to which my nose is
conveniently attached, will be timed to meet my rising hand, thus avoiding overly
rough contact between the relevant objects), and the like. Similar considerations
would hold for raising my arm, rolling over, and other useful and willfully
incited physical acts. If the gestural score arises from the same modules of mind
which are responsible for, in general, converting intentional representations into
coordinated “scores,” then the fact that they happen in this instances to be
operating over linguistic, rather than nose-scratching, representations is of no
scientific import, and the “gestural score™ would remain outside the scope of the
definition of a “linguistic object.”™

'> Again, although I’ve probably already said it too many times, this does not mean that

the phonologist may not need or want to take into consideration the gains we've made
in understanding the “burp regulation mechanism,” if anv, when considering the masses
of empirical data which enter into his/her considerations. It just means that if I called my
book about the burp regulation mechanism in my home town Ypsilanti — where it seems
a little less active than it does in some other communities — “A Survey of Ypsilanti

Phonology,” there’d be something incredibly disingenuous abour that ricle.
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If, on the other hand, the process of generating the “gestural score™ from the
phonetic representation involves considerations which are unique to language -
not unigue because of properties of the phonetic representation, but unique
because of the manner in which the transduction to a gestural score treats the
objects of such a representation — then the gestural score would fall within the
scope of linguistics proper.

The distinction may be of little practical significance in anv event, for it would
appear unlikely that the transduction processes involved in giving rise to the
gestural score involve linguistic learning. We know that the acquirer must con-
struct underlying representations and a phonological computation module in the
course of the acquisition process. The evidence for this construction operation
comes from data which has been made complex and messy by the intervention
of “too many factors, all sorts of things.” The learner must attempt to correct for
these various factors (e.g., not take too seriously the acoustic output of people with
a mouth full of crackers), but the target of learning in the phonological domain
is limited to the relationship between two representations: the phonemic and the
phonetic, and that relationship is heavily constrained by the restricted set of
possible human phonological systems. Imagine that we were to assume that the
conversion of the phonetic representation to a gestural score also required learn-
ing on the part of the acquirer. We would then have three elements which the
learner must link by histher positing of (1) an underlying representation, (2} a
phonological computation system, and (3) a transduction-to-gestural score sys-
tem. Without a prioristic knowledge of (3), the acquirer cannot know what the
output of the phonological computation should be, and without that informartion,
the acquirer cannot construct an underlying representation and computation
system pair. Perhaps there are ways around this problem of which T am unaware,
but I do note that at least in Minimalist circles in syntax, the argument that the
articulatory/perceptual interface systems are invariant is a common assumption.

In conclusion, it would seem that the object of study of phonology, and thus
of diachronic phonology, should be the underlying, phonemic representations
and the phonological computation system (which are together responsible for
all of the properties of the phonetic output representation). Valuable evidence
regarding the nature of these entities and processes can come from a wide range
of sources, including the study of phonetics, the study of sound change, the
study of acquisition, etc. [ will attempt to show in the rest of this part of the
book how this definition impacts the pursuit of diachronic phonology.

4.3 Phonological Change

In table 4.1 we see a fairly typical example of a rather short sound-change
exercise. It compares forms in so-called “written Tibetan™ and Lhasa Tibetan. It
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Table 4.1: A typical sound-change problem

Writtenn Tibetan Lhbasa Tibetan

drug ("uz "six’

bod pleer “Tibet’
t'og t"20 ‘roof’
ston e fautumn’
nub nul ‘west’

lus ly: ‘body’
Spos peel ‘Incense’

is assumed that “written Tibetan™ represents a reasonable approximation of the
linguistic ancestor of spoken Lhasa Tibetan."

It is of some interest to consider just what skills are required to come up with
the “right™ answer to a problem such as this. A possible solution can be trivially
produced by a simple recording of the differences between the forms in the left
column and those in the right, and positing a set of “changes™ - L.e., systematic
symbaol substitutions — which will produce the Lhasa forms from the written
ones. Such solutions are commonly found in the answers provided to such
problems by beginning students. I point out that noticing what is different
between two forms which are placed side-by-side in a table such as 4.1 follows
relatively straightforwardly from general human pattern recognition skills and
requires no particular training, in linguistics or in any other discipline.

To develop an “interesting” solution to such a problem - where “interesting”
means of some linguistic insight — more is demanded of the student than simply
noting the differences in the forms in the two columns. For example, a tvpical
“descriptive” solution to the problem may include statements such as:

* d is lost at the end of words
* g is lost at the end of words
* 1 is lost at the end of words, etc.

whereas we would normally expect the more linguistically sophisticated student
to provide the single statement

e final consonants are lost

'* In table 4.1, /" represents an aspirated, retroflex voiceless stop, /e represents a

front, rounded vowel at the /e/ height, and 1 indicates vowel length. These data have often
been discussed, insightfully, by John Ohala (e.g. 1981).
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or some formal equivalent thereof. It is rarely necessary to point this out in great
detail ro students in vour average historical linguistics course, since these students
will have, in the phonology portion of their introductory linguistics courses,
gotten used ro making “insightful™ generalizations of this type. An “insightful”
solution to this problem might include, possibly in some more sophisticated formal
notation (usually taken over from the currently fashionable theory of phonology),
the changes:

¢ 0 becomes 2

¢  back vowels are fronted before coronals

e final obstruents are lost with “compensatory”™ lengthening
e final nasals are lost

e initial s is lost in onset clusters

* voiced (nonnasal) stops became voiceless aspirated stops
e t'r became "

As is typical in problems involving highly restricted quantities of data, there are
many indeterminacies regarding “the” solution. In the solution above, for ex-
ample, several possibly false assumptions have been made. The hrst statement
assumes that lowering preceded fronting (rather than fronting o then lowering
both o and its fronted equivalent), though there is no evidence that this is the
correct sequence. The third statement collapses final obstruent loss and the
“compensatory” lengthening into a single event, though of course the vowels could
have lengthened before final obstruents, with a more general final consonant
loss (thus eliminating the need for the next statement) being an independent
event. The assertion about voiced stops preceding the statement abour t'r
assumes — if the stated ordering is to be of significance — that the original dr
onset underwent the change of voiced stops to voiceless aspirates before retro-
flexion of the stop by r, though of course a sequence of the type dr > dr > d > ("
can by no means be excluded. There is a conflict, as we can see from this simple
example, between being “insightful” — which requires that the solution make
claims which hold over data not yet seen, and perhaps never to be available -
and being narrowly accurate. It of course follows quite naturally that if “insight-
ful” solutions go beyvond the limits of the data presented, the researcher will
often have to choose between various wavs of doing this, hopefully guided by a
general theory of possible, impossible, likely, and unlikely change events.

In general, students use insights gained in their phonological training to posit
events which seem “plausible” from the perspective of traditional phonological
concepts such as “natural classes” and processes like “assimilation.”"" There is
something inherently suspect in this transfer of skills from the synchronic to the

""" Historical linguists often do the same, though they tend to depend rather more

heavily on the existence of parallels in the diachrony of other languages they may have
happened to come to know,
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Table 4.2: Not a typical sound-change problem

Middle English The author’s English

et/ vt/ ‘vat’
/fxt/ [fat/ ‘fat’
/fyksan/ fviksn/ ‘vixen’
/foks/ /faks/ ‘fox’
/fana/ /ven/ ‘vane’
/fan/ /fen/ ‘fan’

diachronic domain: why should the constraints on the kinds of processes which
can go on within that part of the mind responsible for phonological computation
be the same, or indeed, be related in any way to the set of possible relationships
that can exist between an acquirer and his‘her source? The latter is an observed set
of similarities and differences between two minds (since grammars are knowledge
states), and that set of similarities and differences can be catalogued and subjected
to analysis by the problem-solving component of the scientist’s mind (rather than,
e.g., by his/her phonology). It seems clear that that general problem-solving skill
is not constrained by the limits imposed by phonological compurtation.'

One of the most striking properties of sound-change problems of this type — a
property which makes their solutions mechanical in a manner which readily invites
comparison to the process of phonological derivation — is the “regularity™ of the
processes they provide evidence for. We do not generally find sound-change
problems in our historical linguistics textbooks of the type seen in table 4.2, for
example, although the data is just as “real”™ as the Tibetan data cited above.

In the table 4.2 data, there is no wav to state a solution to the relationship
between Middle English /ff and my own labiodental fricatives by positing a
regular, rule-like ser of phonological events, There are various ways to deal with
such data. For example, in a recent textbook Lyle Campbell (1999: 17) says:

Sound changes are usually classified according to whether they are regular or
EFﬂfﬂE{flE. SFﬂrﬁIdﬂ:C Ehﬂ"ge.ﬁ- El:l:e’:t Dnl}r one or Aa f'E'W Wﬂ["dﬁ-} ﬂnd dﬂ not ﬂ.pp]}r
generally throughout the language.

Confronted by the dara in table 4.2, and the assertion quoted above, a student
could simply posit that the change of /f/ to /v/ evidenced in some forms in the

' Of course, one uses problem-solving skills in analyzing phonological problems as

well = the point is that the solufrons developed by the synchronic phonologist must be
consistent with the representational and computational capacities of the phonological
portion of his/her mind, whereas the diachronic phonologist is not constrained in this

Manner.
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Table 4.3: Also not a sound-change problem

Middle English The author’s English

/Boxta/ /Qat/ ‘thought’
/broxta/ /brag/ ‘brought’
MNutar/ /pir/ ‘pure’

table was simply an example of “sporadic sound change.” However, if the
student read further on the same page of Campbell’s text, s/he would doubtless
become somewhat confused about whether or not such a move was, in fact,
acceptable. Five sentences after the passage cited above, Campbell’s textbook
says: “In fact, the most important basic assumption in historical linguistics is
that sound change is regular, a ftundamental principle with far-reaching implica-
tions for the methods that will be considered in later chapters.” It is difhcule to
imagine how the regularity of sound change can be “the most important basic
assumption in historical linguistics™ if “sound changes are usually classified
according to whether they are regular or sporadic.”

Campbell is of course correct that the regularity of sound change, the so-
called Neogrammarian Hypothesis, i1s a necessary assumption for much of the
work that historical linguists do. It follows, of course, that if there is a process
of “sporadic sound change,” as he seems to entertain in the guoted passage
above, the methods which depend on the regularity of change — e.g., the Com-
parative Method used in linguistic reconstruction — must be fundamentally flawed.

At first blush it mav appear that the data in rable 4.2 speak for themselves:
sound change is not “regular.” That such a facile conclusion cannot be drawn
without further consideration can be seen from some similarly “irregular™ dara,
such as that in table 4.3. The data in this table show that the fact that the
phonological form associated with a given meaning comes to differ from what
it was earlier is not in itselt evidence that “sound change” has occurred. The
existence of /bran/ in my dialect is not the result of phonological development
(as shown by /8at/), bur is instead to be attributed to “morphological™ change of
a fairly well-studied, but not at all well-understood, type. Similarly, the fact that
[ now sav /pjr/ where my linguistic ancestors would have said /utar/ is obviously
to be attributed to the borrowing of a lexeme from some variety of French,
rather than to the effects of “sound change.”

The key question that this data gives rise to is this: is the event which gave rise
to the fiv correspondence in table 4.2 of the same type as those reflected in table
4.1, or is it rather like some of the processes responsible for the data in table
4.3? Put another wav, is it meaningful, as part of the scientific enterprise of
historical linguistics, to distinguish between a set of events which displav the
“regularity” of table 4.1 and a set of events which do not, such as those whose
effects can be seen in table 4.2 and 4.3?
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The Neogrammarians themselves clearly posited a critical distinction between
the type of processes involved in producing the data in table 4.1 and those
responsible for table 4.3. The Neogrammarian Hypothesis regarding the “regu-
larity” of sound change has in fact come under a great deal of fire recently -
interestingly, not because of the superficially blatant exceptions offered by data
such as that in rable 4.2 — from a variety of corners, We will deal with such
issues in considerable detail later in this chapter. Before doing so, let us expand
the empirical basis of our investigations by turning to a more ftully elaborated
sketch, in the traditional stvle, of the historical phonology of a language.

4.4 Discussion Questions and Issues

A. The “Galilean™ approach requires that we attempt to separate the various
factors which give rise to observable data into distinct domains of research
inquiry. A major issue which confronts any field is then the dividing of
explanatory responsibility. Discuss how the distinction between, e.g., “com-
putation” and *transduction”™ introduced in this chapter might be helpful
(or unhelpful) in this pursuit.

B. The issue of “sporadic” vs. “regular™ sound change is broached for the first
time in this chapter — it will come up again as things proceed. Discuss ways
in which it might make sense to establish and maintain a distinction between
the two phenomena, or, alternatively, reasons why distinguishing between
them seems like a bad idea to you.



5 The Traditional Approach

5.1 Marshallese Historical Phonology

In this section, we will walk through the analysis of some of the available data re-
garding the historical phonology of Marshallese." We will pursue the analysis in a
relatively superficial, unquestioning manner at the outset, using our initial treatment,
which will be very similar to what you would be expected ro produce on a typical
“Introduction to Linguistics™ examination, as the foundation foran increasingly deep
exploration of the methods involved in pursuing diachronic phonological analyses.

We will consider a limited pool of data regarding the development of Proto-
Micronesian (Pmc) forms into those of some variety of contemporary Marshallese
(MRs).” The consonant inventory of Proto-Micronesian is given in table 5.1, its
vowel inventory can be seen in table 5.2.°

' The data is for the most part based on the Micronesian cognate material presented in

Bender et al. (2003), though I have not hesitated to supplement the material there with
lexical material and reconstructions from my own notes. The goal of working through this
material is, as is tvpically the case with “problem sets™ discussed in rextbooks, to survey
the methods involved, rather than to present a comprehensive sketch of the historical
phonelogy of Marshallese. We could just as easily use constructed (i.e., “made-up™) data
sCts :I:EI]' Our FIJFFI:'.IE-'I'_'S.. I Wi]l. I.'I'IL'I.S E][}SS owver t]'l.l'_‘ I::I-Efﬂ.ﬁ'i.{]'ﬂﬂ.l CI::IITIPIIEK PI'[]‘ITIIL']T[, EI.PPT[]'FT'IIEI.I"L'
only for Micronesian or Oceanic specialists, which arises from the data. Thar said, 1
believe the analysis which will be developed is for the most part quite accurate.

* 1 realize that there are those who consider reconstructed forms overly hypothetical for
such an enterprise, and who would therefore prefer that only developments berween
attested languages be used at this stage. It will be apparent when we come to consider the
detailed issues concerning Marshallese historical phonelogy, as well as when we turn our
attention to reconstruction methodology near the end of this book, that I do not share
the anxiety these scholars feel about reconstructed data.

*  The precise contrast between reconstructed *s and reconstructed *S, as well as that
between *t and *T, is not completely decided. The phonemic properties of *c and *Z

also await more precise specification. The contrasts play no role in the superficial history

of Marshallese we are developing in this section.
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Table 5.1: Proto-Micronesian consonant phoneme inventory

Labial Labiodental Labiovelar Dental  Palatal Velar

Oral stops *p - p" *t *T *e *k
Fricatives - *f — 5 *§ *Z "X
Nasals *m — *m" *n *n *)
Liquids — — — *ro ¥ — —
Glides — — *w — * —

Table 5.2: Proto-Micronesian vowel
phoneme inventory

Fromt Central Back

High *i — 1
Mid *e — *0
Low — *a —

In contrast to the Pymc inventories, both the consonant and vowel systems of
Marshallese seem somewhat complex. We will consider the details in depth later
in this chapter; for now, the following superhcial sketch should sufhice. Following
Bender (1968), we can consider the consonants of Marshallese as falling into three
phonological classes: palatalized {(which Bender terms “light™), velarized (which
Bender calls “heavy”™) and round velarized (which Bender labels simply “round™).
The segments actually found in each of these categories can be seen in table 5.3.

The Marshallese vowel system Is, depending on vour perspectives on such mat-
ters, either much more complex (in the sense of rare, or bizarre) or simpler (in the
sense of number of segments) than its PMc source. A tull consideration of the nature
of this system must wait until we turn to the detailed discussion of Marshallese
historical phonology in the next section. For the time being, we merely point out
that the vowel phonemes of this language contrast only along the height dimension
(not along the other common vocalic dimensions of backness and roundness).

Table 5.3: The Marshallese consonant phoneme inventory

Labial Dental Velar Labial Dental Velar Liguids & Glides

“light” p' ! — m n' — [ r i
“round”  — — 'S — n" n" 1" r W
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Talble 5.4: The Marshallese
vowel phoneme inventory

“high” v
“upper mid” Ve
“mid” A%
“low™ v

There are no official IPA symbols for “underspecified” vowels such as we find
in MRrs. By convention, in discussions of MRrs the symbols for front (except for
a) vowels are often used, /i/ representing the highest vowel, /é/ representing the
upper-mid vowel, fe/ representing the lower-mid vowel, and /a/ representing the
lowest vowel — none of them, of course, having any specification along the back/
round dimension. I have found thar it is incredibly difficult to bear in mind myself,
and to get others to bear in mind, that when writing Marshallese forms the
symbol /i/, for example, represents a high vowel with no specification for back/
round, while in the same discussion, writing Proto-Micronesian #i is intended to
represent a vowel which is high, like the Marshallese one, but also contrastively
nonback and nonround. In an attempt to avoid this type of confusion, in earlier
work | sometimes used /s/ for the high vowel, /&/ for the upper mid vowel,
/@ for the lower mid vowel, and /8 for the lowest vowel, While I'm certain that
this allowed my readers to bear in mind that the Marshallese vowels were not of
vour normal, IPA-representable tvpe, it appears to have given rise to a great deal
of anxiety for readers and publishers. So in this book we will represent the
Marshallese vowels with the standard symbols, but we will print those symbols
as a superscript to the underspecified-looking symbol V, so the reader will be
reminded that an /V'/ is not an /i/. The vowel inventory of Marshallese is thus as
given in table 5.4,

Let us begin our diachronic investigation by focusing our attention on a relatively
well-defined problem. Marshallese has both a round voiceless velar stop /k™/
and a nonround voiceless velar stop /k/. In addition, it has both a round velar
nasal /p™/ and a nonround velar nasal /n/. As noted above, Proto-Micronesian
is generally reconstructed with only plain, i.e., nonround, velar nasals and voice-
less velar stops. If vou are a student, you should now examine the data below
(table 5.5) and attempt to determine the conditions under which the Marshallese
contrast arose. (If vou are a regular person, you may keep reading.)

I cite a rather lengthy list of forms here, although the pattern will doubtless
become apparent relatively rapidly, so that we will have these forms at our disposal
for subsequent discussion of other developments in Marshallese historical pho-
nology." I will generally provide, parenthetically, the somewhat more transparent

* By convention, a reconstruction such as *fipi[sS]aki ‘be twisted’ represents an indeter-

minacy between *hApisaki and *hAgiSaki - there is no reflex of the form in any daughter
language which distinguishes between *s and *5.



The Traditional Approach 71

Table 5.5: Some evidence regarding the history of velars in Marshallese

Proto-Micronesian

Marshallese

*ciki ‘small
*falikuri ‘ignore, turn away’

*fini[sS]aki ‘be twisted

*ika ‘fish’

*ini ‘dorsal fud’

*kani ‘eat (trans.)

*kapisi ‘anoint’

*kiep™u ‘spider lily’
*kona-ni *his catch (of fish)

*kup”e ‘be bent

*laka ‘constellation in Pegasus’
*lako ‘gqway’

*lani ‘sky’

*lano ‘fly’

*logu “ant’

*mani ‘have in mind, think’
*mano ‘top of bead

*noko ‘coconut leaf midrib’
*nii “tooth’

"noro ‘snore’

*pakewa ‘shark’

*pekopeko “cough’

*piko ‘entangle’

*p ukua ‘knee’

*prugu ‘handle

*rakuraku ‘scoop up’
*rono ‘hear’

*soko ‘hither

*takuru ‘back (of body)
*tokolau ‘northerly’

*tono ‘mangrove’

r'Vk ‘small’ (dik)

iVIK™V'r™ “turn one’s back

on s.0." (alkur)

iVigt™Vek ‘be twisted’ (intok)

iVk ‘fish’ (ek)

iVin ‘spines on a fish’ (i)

kV?y ‘eat (trans.) (kan)

kV*p'Vit™ ‘anoint s.0." (kapit)
kViVep™ ‘Crinum asiaticum’ (kieb)
k*Vn"™V*n' IlISg-poss. class.

tor ‘catch’ (konan)

k"Vp™ ‘be bent' (kob)

1"V?k ‘constellation in Pegasus™ (lak)
1"Vk™ “away’ (lok)

Wy “sky” (laf)

Vg™ “fly” (lof)

1"Veg™ *ant’ (lon)

m'Vy ‘know better (man)

m'V'y"™ “‘top of bead’ (mon)
n"“"V°k"™ ‘coconut leaf midrib’ (nok)
Vi ‘tooth’ (i)

"V “swore’ (nor-)

p'VkVew ‘shark’ (pako)

pVEk p'Vk" ‘cough’ (pokpok)
pVk™ ‘entangle’ (pok)

p"Vk"VY ‘knee’ (bukwe)

p V"™ ‘spear bandle’ (bun)
V" r"Vk" ‘scoop up’ (rokrok)
r"Veg" ‘hear (ron)

t“Vk™ *hither (tok)

tVk"VI™ ‘turtle/crab shell’ (jokur)
V"1™V ‘north wind' (jokla)
tVen™ ‘mangrove’ (joi)

orthographic representations used in the Marshallese dictionary (Abo er al. 1976);
the reader can easily familiarize him- or herselt with how the two transcriptions

relate.

A useful heuristic when considering a sound change problem such as this is to
bear in mind thart it is verv frequently the case that sound changes are assimilatory
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in nature. In addition, conditioning factors (Le., the causes of divergent develop-
ment of a protosegment in different linguistic contexts) are tvpically local. Since
vou have been told that Mgrs has innovated round wvelars, while preserving
inherited unround velars as well, a useful guess going into your analysis would
be that the relevant conditioning segments themselves have the property of being
round, and of being adjacent to the velars under discussion. Since this is merely
a heuristic, not a constraint on diachronic phonological development, one must,
however, be prepared to deal with developments not consistent with this general
approach. In this particular case, the velars of PMc which end up round in MRgs
are in fact all followed in Pmc by round vowels.” In addition, the velars of Pmc
in table 5.5 which are followed by nonround vowels are, in MRs, not round., We
can summarize these developments with a sound change such as the following:®

(1)  Velar rounding: [+velar] > [+round] / _ [+round]
* Velars were rounded before round segments.

The sound change in (1) looks very much like a phonological rule of the normal
type, taking the Pmc forms as “underlying,” or inputs, and the MRrs forms as
their output.” The techniques for discovering diachronic “rules™ of the type in

i

The astute reader might have noticed that there is no data in table 5.5 which presents
Pmc velars in an environment in which they are preceded by a round vowel and followed by
a nonround one. The development of the velars in this environment, for which we have
considerably less evidence than for the velars preceded by nonround vowels, remains in
my view somewhart equivocal. For our purposes in this text, this need not detain us.

" Since there are no consonant clusters in PMc, and no final closed syllables, all velars in
that language were followed by vowels. The only immediately following round segments
that could trigger velar rounding en route to MRs were thus vowels. The sound change
therefore need not specify this property.

In addition, it must be noted here thar there are a healthy number of exceprions to the
velar rounding process, given the reconstructions of Bender er al. (2003), almost all of
them involving velars before *u. Some of these simply result from the reconstruction
choices of those authors. For example, they reconstruct only *kuli ‘skin, bark™ in Proto-
Micronesian for the ancestor of Mrs /kV'1Y, though many Oceanic languages point to the
clear existence of a doubler *kili with the same semantics (the authors themselves cite
Proto-Polynesian *kili, as well as numerous Micronesian forms from the Trukic languages
which continue *i rather than *u in the first syllable). The problem is thus not uniquely
a Marshallese one. In addition, many Micronesian languages, especially in the Trukic
languages of that family, show centralization and even unrounding of *u under conditions
which remain somewhat unclear (at least to me). It would appear thar Marshallese may
have shared some of these developments, and that the resulting reflexes of Pmc *u did
not trigger rounding. The problem obviously is of sufficient complexity to stand outside
the scope of this book.

" This fact has, in my opinion, given rise to a great deal of confusion, as T will argue in

detail in the next chaprer.
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Table 5.6: Proto-Micronesian ¢ in Marshallese

Proto-Micronesian Marshallese

*cam™a ‘forebead’ r'V'm” ‘brow, gable’ (dam)
*cam“icam"i ‘lick (intr.) cVem"r'Vim™ ‘lick (intr.) (damdem)
*cam™iti ‘lick (tr.) oV'm Vi ‘lick (tr.) (damwij)

*cown ‘hand net’ t'Vew ‘net for washing arrowroot’ (do)
*cuji-ni *his bone’ r'ViVin' *his bone (diin)

*fici-ki ‘snip, snap, flip (tr.) iV'r'V'k “shake (a hand), spear (tr.) (idik)
*kace ‘throuw’ kv ‘throw (a net)’ (kad)

*koca ‘coconut fiber k"Ver ‘coconut husk, fiber (kwod)
*naco ‘palate, gums’ oV ‘gums’ (nad)

*p oca ‘turtle shell’ p"Ver! ‘turtle shell’ (bod)

*p"uce ‘foolish, stupid’ PV “mistake, wrong' (bod)

(1) are also very similar to those techniques used in the studyv of synchronic
phonology, with, however, some significant provisos. We will turn to these types
of concerns later in this part of the book. For the time being, let us attempt to
get a more complete version of what we might call the “traditional solution™ to
the historical phonology of Marshallese.

Not all sound changes show developments which are conditioned by their
phonological context such as we observed above in the case of the velars, as we
will now see from a consideration of the development of Pmc *c in Marshallese.
The Pmc word for ‘small,” *ciki, corresponds to Mgrs /r'V'k/. The development
of the velar is consistent with our Velar Rounding rule. It would appear that *c
corresponds to Mrs /r'/, though there is no additional evidence in table 5.5 which
bears on this question. Further relevant material is presented in table 5.6.

This data reveals quite clearly that the normal development of Pmc *¢ in MRs
is /r'f. Interestingly, given our discussion of round velars in MRs, the palataliza-
tion seen in the reflex of Pmc *c¢ appears to be completely independent of the
properties of adjacent segments — in fact, it appears to be an unconditioned,
invariant development. For example, we find the palatalized development before
back (*cuji-ni) and nonback vowels (*ciki), as well as after both back (*p™uce)
and nonback (*fciki) vowels. This development can be captured by a sound
change “rule,” by convention written as follows:

(2) Pmc *c > MRs /r'/

Note that, while we could state the development in a format which looks much
like that of a normal, synchronic phonological rule, we do not expect to find
unconditional rules of this type in the phonological system of a human language.
This is because there would be no evidence available to an acquirer that would
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lead him/her to posit anything other than /r'/ underlyingly in such a case (since
fel would be invariably realized as [¢1]).

*ciki also shows some vowel developments which, while relatively simple
looking when considering only the case of *ciki itself, will in the end require
some extensive consideration. These developments play a key role in shaping the
overall structure of MRrs lexemes and thus warrant our careful artention at this
juncture, although detailed discussion of their implications will await our more
technical treatment of the history of Marshallese phonology in the next section.

The first #*i in *ciki might seem to be preserved as such, as would many #i’s in
the data in table 5.5 (e.g., the first *i's in *figi[sS]aki, *ini, *kiep™, and *pii; the
medial *i's of *kapisi and, from table 5.6, *cam™it). However, we must remember
that a Marshallese /VY/ is not the same thing as an /i/ (a vowel phoneme which
does not exist in Marshallese). So, the Pmc #i is preserved in the sense that there
is still a vowel in the Marshallese daughter, not in the sense that that vowel has
precisely the same phonological properties. By contrast, the final *1 of *ciki 1s
lost in MRs, part of a very general pattern of final vowel loss, as can be seen
from virtually every form in tables 5.5 and 5.6, The conditions on both the
preservation and the loss of *i are a bit more complicated than this simple case
might lead one to believe, as we will now show.

Let us turn fArst to the case of “preserved” Pmc #i in Mrs. Although, as
indicated above, there are many instances in which Pmc *1 is preserved as a high
vowel (the only feature of *i which really can be maintained in MRS, given that
Mnrs vowels are not contrastive along the backness and roundness dimensions),
there are also cases already to be found in table 5.5 which indicate that, even when
a vowel survives in the position of Pmc #i, that vowel is not always Mrs /VY,
For example, *ika shows up in Mrs as /jVk/ and *piko has the form /pV°k™/.
Further examples of this development can be seen in table 5.7,

Although it has been mentioned above that a general aspect of our heuristic in
approaching sound-change problems is that conditioned sound changes tend to
involve local conditioning, there is a well-known special exception to this gener-
alization when it comes to the development of vowels. It is not at all unusual for
vowels to be atfected by the vowels of adjacent syllables, often regardless of the

Table 5.7: *1-lowering in Marshallese

Proto-Micronesian Marshallese

*ila ‘come to land’ iV “mest’ (el)

*lima ‘bailer’ I'Veém' “bailer’ (lem)

*m"aTie ‘sneeze’ m" VitV ‘sneeze’ (maje)

“tiro ‘peer at’ (KV*p-)t' V™ “mirror’ ((kap)jer)
*tisi-na ‘(to) point or face’ t'Vt"Vy ‘point it in a certain direction

(tr.) (jiton)
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Table 5.8: *i Preserved in Marshallese

Proto-Micronesian Marshallese

*anitu ‘god, spirit’ yVn'V'e ‘god’ (anij)

*manifi ‘thin’ m'Vn'V'j ‘thin, flimsy’ (mani)
*tani-si ‘cry for s.o. (tr.) vV V't™ ‘cry for s.o. (tr.) (jannt)

Table 5.9: Some *u developments in Marshallese

Proto-Micronesian Marshallese From table:
*falikuri ‘ignore, turn away’ VK™ V'™ ‘turn one’s

back on s.0. 5.5
*pukua ‘knee’ p“Vk" VS “knee’ 5.5
*p unu *handle p“Vin® ‘spear handle’ 5.5
*takuru ‘back (of body)’ tVK" V™ ‘turtlelcrab shell’ 5.5
*cuji-ni *his bone’ r'VyVin' ‘his bone’ 5.6
*kup“e ‘be bent k*Vp"™ ‘he bent 5.5
*p"ukua ‘knee’ p“V'k" V9 ‘knee’ 5.5
*p uce ‘foolish, stupid’ pUVer! “mistake, wrong' 5.6

presence or nature of intervening consonants. If we examine the data in table
5.7, as well as the relevant data from tables 5.5 and 5.6, in light of this special
exception it immediately becomes clear that in all of the instances in which
PMc *i shows up as /VY in Mrs it was followed in the next syllable in Pmc
bv a nonhigh vowel (i.e., either *a, *e, or *o). Note that this development is
assimilatory in nature, though the assimilation takes place “across™ intervening
material. As expected given this lowering, in the many instances in which *i is
preserved as a high vowel in Mgs, it is followed in the following syllable by a
high vowel (either *1 or *u). A few additional examples of this development are
given in table 5.8.

Since we know that Mrs does not have a contrast between /i/ and /u/, having
only one high vowel, it is of some interest to consider at this juncture whether
Pyc *u might not behave identically, for the purposes of being lowered by mid
and low vowels, to PMc *i. Relevant data include several forms which have
already been mentioned, repeated for your convenience here in table 5.9, This
evidence clearly supports the idea that the collapse of *i and *u can precede the
height changing events. The *i- and *w-lowering process can be captured by a
sound change as in (3).
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(3) High vowel lowering: *V[+hi] > /V/ / _ C V[-hi]
« *iand *u were lowered when the vowel of the following syllable was
not high.

We will also need a general sound change which strips specifications for
backness (this includes both [+back] and [-back] features, of course) and round-
ness {again, including both [+round] and [—round]) from all Marshallese vowels,
converting PMc #i into MRs /VY. This same process would lead *u to collapse
with *i (since they differ from one another only in their specifications on the
backness and roundness dimensions), as Mrs /V¥. In addition, PMc *e and #o
should also collapse, in this case as Mgrs /VY/, Finally, Pmc *a should, under this
analysis, vield Mgrs /VY. Ignoring for the moment the height-altering effects
of processes we are considering right here, one can confirm in its general out-
lines the validity of this understanding of the vocalic developments by a cursory
examination of the data already cited.

Directing our attention now to the loss of *i in MRrs, we recall that the loss of
the final *i of *ciki “small” reflects a very general pattern of loss of final vowels,
attested throughout the data. We can characterize this process as in (4],

(4) Final vowel deletion: V = &/ _#
» Word-final vowels are lost in MRs.

While the addition of the change in (4) essentially completes our explanation of
the development of Pmc *ciki to Mrs /f'V'k/, there are two issues which arise
concerning the loss of *i which should be discussed before we move on to
consider additional data. First, there are other instances of Pmc #i which show
loss in MRrs even though the *i in question is wot in word-final position. We
need to make sure that the loss in #*ciki is not to be attributed to this other *i-
loss process. Secondly, there is some evidence that other diachronic phonological
events must be ordered before the various processes which trigger the loss of #i.
We will deal with these issues in turn.

We already have some evidence for the loss of nonfinal *i in the dara we have
cited above. For example, Pmc #falikuri and *fini[sS]aki from table 5.5, and, from
table 5.6, *cam™icam™i, all show loss of their medial *i, Additional evidence 1s
provided in table 5.10.

In table 5.10, I have separated the first four instances, which involve loss of
an *i in the first svllable of the word, from the final four, which involve, like
those cases cited in our earlier tables, loss of a medial *1. Parallels to the first
two instances involving other vowels are readily available, as can be seen from
the data in table 5.11.

These cases contrast rather strikingly with other trisyllabic forms of Pmc which
show preservation of the vowel of the initial syllable rather than its loss. We have
also already seen numerous forms of this vowel-preserving type: *kapi-si, *kona-
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Table 5.10: Some further instances of *1-loss in Marshallese

Proto-Micronesian Marshallese

*nigiri ‘grow!, rumble noV'r" ‘groan, rumble, grunt’ (Anir)
“niniTi ‘chant, laugh’ ooVt ‘eroan, moan’ (hij-)

*pipia ‘sand, beach’ p'p'VS “sandbank’ (ppe)

*TiTiri ‘spurt, squirt’ PeVe™ ‘slippery, lubrication’ (jjir)
*[f@)ani[fO)ani ‘to bail’ iveaniVen' “to bail’ (inen)

*hnihngi “to be twisted’ iViniViy ‘be kinky (of bair) (inin)
#p“alili-ni ‘its covering’ p“VIIVLn' ‘its clothing, covering’ (ballin)
*talitali ‘rope’ tVEVED “to roll up, coil’ (jaljel)

Table 5.11: Vowel loss in initial syllables in Marshallese

Proto-Micronesian Marshallese

*kakani *be sharp kkV?®y “be sharp® (kkan)

*mamasa ‘be low tide, dry’ m'm'V*t™ ‘emerge from water’ (mmat)
*pepei ‘build stone structure’ p'p'VS ‘build a rockpile’ (ppe)

*pepeti ‘to float’ pp'Vet' ‘float’ (ppej)

*|sS|o|sSlowu ‘to dig’ t“t“Vw ‘to dig taro’ (tto)

ni, *pakewa, *p“ukua,’ and *takuru of table 5.5, *cam™i-ti, *cuji-ni, and *fici-ki
of table 5.6, as well as *m™aTie and *usi-pa of table 5.7. It is not difhcult to dis-
cern the contrast in conditioning environment for preservation vs. loss of the vowel
of an initial Pamc syllable: the vowel is lost only if it is between identical consonants.”

The second pattern seen in table 5.10 involves the loss of the *i of the second
syllable of a word of at least four syllables. That this pattern as well involves not
just *i, but all of the vowels of Pmc, can be seen from the development of forms
such as *pekopeko, *rakuraku, and *tokolau from table 5.5, as well as from the
additional data in table 5.12."

* Note that in Pmc it is assumed that all vowels head their own syllable - i.e., no

orthographic vowel-vowel sequences are intended to represent diphthongs. Thus *p™ukua
and *m"aTie cach have three syllables.

* In fact, in at least the clearest cases known to me, the lost vowel was always part of
an initial CV reduplication. Closely related Micronesian languages still have the vowel in
this reduplicative syllable.

""" Twould like at this juncture to remind the reader that none of the data sets presented
in the figures in this chapter aims for comprehensiveness. Much more data could be cited

in virtually every case.



78 Phonological Change

Table 5.12: Vowel loss in the second syllable of four-syllable words

Proto-Micronesian Marshallese

*faSofaSo ‘to plant; plant’ w Ve V™ ‘plant, vine’ (atat)
*manamana ‘bave spiritual power’ m'an”m'V*n" ‘haunted’ (monmon)
*m"akum"aku ‘arrowroot’ m"Vkm"Vk ‘arrowroot’ (makmaok)
*m"arem”are ‘necklace’ m"Vir'"m"Vir"™ ‘necklace’ (marmar)

Adopting the general assumption that stressed vowels are never lost while
their unstressed neighbors are preserved, it seems likely that the general vowel
loss patterns we have now observed point us towards some aspects of PMC stress
placement. The patterns we have seen, ignoring for the moment the loss of the
vowel in the reduplicating svllable, can be summarized as in (5).

(5) Attested patterns of V-loss between Proto-Micronesian and Marshallese:
HCLVL,CV, = C VG (MY, lost)
TCVLEVLEV, = GV GV, (7V; lost)
CV,CVLCWVLCWV, = CVCEVLC, (PV, and *V, lost).

I[f we interpret this pattern in terms of stress placement, it seems clear that final
vowels were never stressed (they are alwavs lost, regardless of svllable count). In
addition, the penultimate syllable, which would be syllable 3 in a four-syllable
word, syllable 2 in a three-syllable word, and the first syllable of a disyllabic
word, is never lost, Moreover, leaving aside the CV-reduplication case mentioned
above (to which we will return), the vowel of the first svllable is never lost. The
data thus points to either penultimate or initial stress. Since secondary stresses
are normally (speaking in cross-linguistic terms) found every other svllable away
from the main stress (in either direction), and since secondarily stressed vowels
are also maintained in preference to fully unstressed ones, we can test out which
stress placement matches best the vowel developments under discussion. T will
assume that so-called posttonic unstressed vowels were lost.'" In (6) I sketch the
predictions of the theory that Proto-Micronesian had initial stress, in (7) those
which would follow if Proto-Micronesian had penultimare stress.

(6) Expected stress patterns of Pymc if initial stress:
*C,V,C,V, should lose unstressed, posttonic V, (and does), should preserve
stressed V, (and does)
*C,V,C,V,C,V, should lose only unstressed, posttonic V, (but does not!},
should preserve stressed V, (and does) and secondarily-stressed V; (but
does not!)

"' Pasttonic unstressed vowels are those whose syllables immediately follow a stressed

syllable — doubtless the acrual facts involve foot strucrure.
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Table 5.13: Words of more than four syllables

Proto-Micronesian Marshallese
*mal|sS]ali[sS]ali ‘smooth’ m' V" VIV ‘smooth’ (metaltal)
*matoatoa ‘firm, stromng’ m'VtVewt'Vew ‘firm, solid’ (majojo)

*C,V,C,V,C,V,C,V, should lose unstressed posttonic V, and unstressed,
posttonic V, (and does in both cases), should preserve the remaining vowels

(and does).

(7) Expected stress patterns of PMmc if penultimate stress:
*C,V,C,V, should lose unstressed, posttonic V, (and does), should preserve
stressed V, (and does)
*C,V,C,V,C,V, should lose unstressed, posttonic V; (and does); should
preserve stressed Vs, (and does) and pretonic unstressed V, (and does)
*C,V,C,V,C,V,C,V, should lose unstressed posttonic V, and unstressed,
posttonic V, (and does in both cases), should preserve the remaining vowels
(and does).

While it is difficult to find certain examples of longer words — and any such
words will certainly be morphologically complex — the data from the secure
examples of this type appears to point in the same direction as the data above,
as can be seen from the forms in table 5.13."

The two proposed stressed patterns would work as follows in this data:

(8) Initial stress hypothesis: *matoatoa > pre-Mgrs *matata
Penultimate stress hypothesis: *matoatoa > pre-MRS *matoto

(ziven that we want the mid vowels to survive (to give the /V/s of the Marshallese
form), rather than the low vowels, penultimarte primary stress, with a secondary
stress every other syllable to the left of the primarv stress, would appear to
conform to the attested diachronic record better than the assumption of initial
stress does.'” If we make such an assumption, and throw in a rather ad hoc (but
not counterindicated) sound change for our initial CV-reduplication cases, our
vowel loss processes can be summarized as in (9ab)."

' The vowel alternations in the Mgs reflex of *mal[sS]ali[sS]ali will be discussed shortly.

'* " In rough terms, this corresponds to Rehg's (1993} reconstruction of Proto-Micronesian

prosody.
""" To simplify the graphics of the rule I have marked the stress as V for both primary

and secondary (and tertiary, ete.) stress.
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Table 5.14: A Marshallese morphological alternation

Proto-Micronesian Marshallese

*euji ‘hone’ 'V ‘bone’ (di)

*cuji-ni ‘bone of’ r"ViVin' *bone of” (diin)

*tanisi ‘fingerftoe’ VeV ‘claw, finger® (janit)
*tanisi-ni ‘fingerftoe of Vi 't"Vin! ‘claw offfinger of’ (jantin)

(9a) Unstressed posttonic V-loss: V > @ / VC_

e Delete vowels in unstressed syllables which follow a stressed syllable.
(9b) Reduplicated pretonic syllable reduction: V > &0 in a CV reduplicant.

The process in (9a) subsumes our rule of final vowel deletion in (4), and thus
replaces it in our analysis.

The processes in (9ab) also appear to provide an account for some interesting
morphological properties of Marshallese, seen 1n table 5.14. In the hrst two
examples, we see that because PMc has a penultimate stress system, the addition
of the “possessive suffix” #*-ni induces a shift of the stress from the first syllable of
*cnji to the second in *cuji-ni. In the simple form, then, the final vowel (posttonic
and unstressed), which is the second vowel of the noun, is lost in Mrs. However,
in the suffixed form, that final vowel 1s protected from deletion by the stress
shift. In addition, the first syllable of the noun does not undergo deletion (because
it Is not posttonic). So in possessives the full set of vowels of a disyllabic root
survive (with gualitative changes, of course) into MRs.

In the second pair of forms the alternations are more extreme. Because the
initial word form is trisvllabic, its first two vowels survive in MRrs. The final
vowel, being, as usual, unstressed and postronic, is lost. However, in the suf-
hxed form, the stress is shifted to that original final vowel (which will of course
now survive), and a secondary stress will now be located on the initial syllable.
This subjects the vowel of the second syllable to deletion, since it is now both
unstressed and posttonic (in this case following a secondary stress). This pattern
is somewhat rare, since in general Pmc roots were disyllabic (rather than
trisyllabic).

Let us turn now to the second issue alluded to above - the fact that there appear
to be some processes which must have applied before the vowel losses covered
by the developments sketched in (9ab) took place. We begin with developments
surrounding the loss of #*i — the vowel we started this long discussion with, We
have already seen some of the relevant data, which I repeat in table 5.15. To
round out the picture, we will also consider the dara in table 5.16.

It seems clear from the data in tables 5.15 and 5.16 that *1 is implicated in the
coming into being, in Marshallese, of the “fourth” vowel height (/V/). We saw
this earlier with the *1-lowering rule in (3). In the data we are now considering,
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Table 5.15: Some effects of *1-loss

Proto-Micronesian Marshallese From table:
*fini[sS]aki ‘be twisted’ iVint"Vk ‘be twisted’ 5.5
*cam™icam™i ‘lick (intr.) e'Vm" r'Vem™ ‘lick (intr.) 5.6
*[fO]ani[fD]ani ‘to bail’ iViniiVenl ‘to bail 5.10
*talitali “rope’ VIOV “to roll up, coil’ 5.10
*pepei ‘build stone structure’ p'p'V “build a rockpile’ 5.11
*pepeti ‘to float’ p'p'VY ‘float 5.11
*mal(sS]ali[sS]ali ‘smooth’ m'Ve VIV ‘smooth’ 5.13

Table 5.16: Further evidence for the effects of *1

Proto-Micronesian Marshallese

*noni *Morinda citrifolia’ n'Ven' ‘Morinda citrifolia’ (nen)
*peni ‘coconut meat’ p'Vn' ‘grated coconut’ (pen)
*pinati ‘stop up, plug (tr.) p'Vin'Vit ‘hide, cover (tr.) (pinej)

it is not *i itself which develops into /V¢/ - instead, *i appears to be responsible
for the raising of mid and low vowels, under some conditions, to this height.
As we saw above concerning the process of high vowel lowering (stated in
(3)), *1 and *u were treated alike for that vowel-vowel interaction process. It is
thus useful to consider now whether *u shows effects on nearby vowels similar
to those triggered by *i. Relevant data is given in table 5.17. From this data it

Table 5.17: Some effecrs of *u-loss

Proto-Micronesian Marshallese From table:
*kiep™u ‘spider Lily’ kViVp™ *Crinum asiaticunt’ 5.5
*logu “ant’ I"Veg™ ‘ant’ 5.5
*rakuraku ‘scoop up’ VK"t VK™ ‘scoop up’ 5.5
*cowu ‘hand net r'Vew ‘net for washing arrowroot’ 5.6
*|sS]o[sSlowu ‘to dig’ tt"Vw ‘to dig taro’ 5.11
*m"akum®aku ‘arrowroot”  m"Vkm"V°k ‘arrowroot’ 5.12
*marewu ‘thirsty’ m'Vr"Vew ‘thirsty’ (maro) new
*m"onu ‘squirrel fish’ m™V°n' *squirrel fish’ (mon) new
*m"otu ‘ended, finished’ m"Vt' ‘finished’ (moj) new

*wonu ‘furtle’ wVen' ‘turtle’ (waon) new
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does indeed appear to be the case that *u also triggers raising of mid and low
vowels to MRrs /VY, just as *i does.

Let’s turn first to the mid vowel raising cases. For *i, the relevant examples
include (*pepei, *pepeti, *noni, and *peni), For *u, we find *kiep™u, *cowu,
*[sS]o[sS]owu, *logu, *marewu, *m“onu, *m"otu, and *wonu. The context for
this raising seems quite clear from these examples: the mid vowel must occupy
the syllable immediately preceding the high vowel trigger. In all of the examples
cited above, the high vowel has been deleted. This is hardly surprising. For the
raising of the mid vowel to show up in Mgs, the mid vowel must avoid deletion.
Normally, this requires that it be stressed. Since the high vowel trigger must
occupy the immediately following syllable, that syllable will itself be unstressed
and posttonic, and thus will undergo deletion by the process in (9a).

We can summarize the process of mid vowel raising as in (10).

(10) Mid vowel raising: V[-hi,~lo] > /V¢// _ C V[+hi] (before (9a))
» A stressed mid vowel is raised to /VY before a high vowel in the
following syllable.

We must next consider the cases of the raising of *a by high vowels. That the
conditioning is not precisely the same as that seen above for the raising of mid
vowels can be seen from examples such as *kakani > /kkV’y/ from table 5.11,
We do not And raising of the *a here, though in the structurally similar *pepeti
> [p'p'Vt'/, also cited in table 5.11, raising is found. Clearly, more than just a
high vowel in the following syllable is required to trigger the raising of low
vowels.” In fact, what appears to be distinctive about the raised *a’s is that
they are both preceded by a syllable which contains a high vowel, and followed
by such a syllable. As was the case with mid vowel raising, the affected *a is
stressed, but the development of *pinati (which becomes Mrs /pV'n'Vet/) shows
that at least the preceding high vowel need not delete for the raising to be trig-
gered, We could state the rule as in (11) at this point.

(11} Low vowel raising: V[+o] = /V¥ [ V[+hi] C _ C V[+hi] (before (9a))
* A stressed low vowel is raised to /V¥/ if it is both preceded and followed
by a syllable containing a high vowel.

Note, however, that in order for the vowel to get from its original low position
to the height of the /V¥/, it must pass through the mid vowel space. It is quite
easy to see that, since the context for the raising of the low vowels includes the
context for the raising of the mid vowels — the low vowels require a high vowel
on each side, while for the mid vowels a high vowel on the right suffices — we
could raise *a between high vowels only as far as /V/, ordering this raising

" This conclusion is supported by many forms we have seen above, including, but not

limited to, *p™alili-ni > /p“VI1'Vin', *tanisi-ni > /fVn't"Vin', and *kani > /kVoy/.
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before the raising of mid vowels by the sound change in (10}, and vowel would
end up in the /V¥ position in any event. Thus the rule in (12) could account
equally well for the data. In the more detailed and technical considerations later
in this chapter we will discuss whether (11) or (12} is to be favored, and why,

(12) Low vowel raising: V[+lo] = /V¥/ / V[+hi] C _ C V[+hi] (before (10))
e A stressed low vowel is raised to /V¥ if it is both preceded and followed
by a syllable containing a high vowel.

With this, we have completed our consideration of the first form, *ciki, of table
5.5. You will be doubtless happy to hear that consideration of the remaining
forms will not involve a discussion anywhere near as protracted as the one we
have just come through. A number of processes of course remain — Marshallese
has an interestingly complex historical phonology, which is why it was selected
for expository purposes here — but the basics have been sketched in the above
treatment.

The next form in table 5.5 is Pymc *falikuri “ignore,” which shows up in Mrs
as [fVIIK*V' /. Given the analysis of pre-Marshallese stress placement developed
above, we can revise our reconstruction to *falikari.” To this form the velar
rounding change (stated in (1)) would apply, giving up a form #falik™iri. When
we turn to consider the treatment of Pmc *f, an interesting problem arises. At
hirst glance (see some of the relevant data in table 5.18) it would appear that *f
develops into a glide in Marshallese,

Table 5.18: Pmc *f

Proto-Micronesian Marshallese From table:
*falikuri “ignore, turn away’ VUKV ‘turn one’s back on s.0.’ 5.5
*fpi[sSlaki ‘be fwisted’ iVint“Vek ‘be tiwisted’ 5.5
*fici-ki ‘swip, snap, flip (tr.)  iV'T'V'k ‘shake (a hand), spear (tr.)’ 5.6
*manif ‘thin’ m'V'n'Vi ‘thin, flimsy 5.8
*[f@]ani[fO]ani ‘to bail V*niiVénl ‘to bail’ 5.10
*finifini ‘to be twisted’ iVniVin ‘be kinky (of hair) 5.10
*faSofaSo ‘to plant; plant’ WV V" “plant, vine’ 5.12
*faroka ‘bold tightly’ WV Vk ‘greedy, stingy’ (arok) new
*faSu ‘eyebrow’ iV ‘evebrow’ (at) new

'“ 1 will not discuss the question of whether the stress pattern we have posited on the

basis of the Marshallese data holds for Proto-Micronesian itself. It is sufficient for our
purposes that it holds of some relatively remote ancestor of Marshallese. But see E:hg
(1993) for a treatment of Proto-Micronesian prosody which looks close to what we have
posited.
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There are, unfortunately, no good cases of Pmc initial *f before round vowels
in the data. Bender et al. (2003) cite Pmc *fou ‘feel cold’ as having the Marshallese
reflex which they give as /(p'V*-)jV*w/."” There are two problems here — I cannot
find any justifhcarion for the segmentation of the Marshallese form offered here,
there being no element /p'V'-/ with the relevant semantics to my knowledge, and
the vowel of the Marshallese form, /V?/, is not the expected outcome of Pymc *o.
Given the irregularity of the vowel correspondence in particular, even if we were
to accept the etymological connection, it is hard to work out the implications
for a discussion of the treatment of initial #*f before various following vowels —
it isn't clear that the MRrs form reflects initial *f (since it is preserved only in a
compound, if that analvsis is right) and we don’t know the guality of the follow-
ing vowel at the time the glide developed.

The complication regarding #f which we must consider now arises because
Marshallese has no vowel-initial words. Proto-Micronesian words which began
with a vowel all have undergone glide prothesis on the way to Marshallese.'
The palatal glide (/j/) is inserted at the onset of words beginning with front
vowels (Pmc *e and *1), the round labiovelar ghde (/w/) betore word-initial
round vowels (PMc *o and *u). Before Pmc #a we find either Marshallese /j/ or
Marshallese /up/, under conditions which we will discuss below. This means that
one possibility is that Pmc #*f was simply lost in Marshallese, and that the glides
which we see in the above forms represent the normal treatment of onsetless
words in Marshallese. That vowel-initial words which began with tront vowels
do indeed show /j/-prothesis, and those which began with round vowels get a
prothetic /w/ can be seen from the data in table 5.19. Thus, the evidence of the
development of word-initial *f before nonlow vowels, and that of no consonant
at all in that position, appear to point in the same direction, and it seems
entirelv possible that *f was simply lost without a trace.

The evidence regarding the treatment of *f word-initially betore *a and of word-
internal *f is more complicated, however, as is the now relevant question of the

Table 5.19; Prothesis before word-initial nonlow vowels

Proto-Micronesian Marshallese

*ena ‘that’ iVen™ “that’ (en)

* ‘dorsal find’ iVin ‘spines on a fish’ (ifi)

*oro ‘be’ wVr™ ‘be’ (or)

“upa ‘derris vine’ wVp' ‘Barringtonia asiatica® (wop)

"I have modified their transliteration to make it consistent with the one used in this

book.
18 “ o w . . . v e
Prﬂthfﬁ-]ﬁ- s l‘l‘ll: name 'Fl-.l'r a Prﬂff:ﬁﬁ “']'l.li:]'l 1Nserts a new chmr_'rlt m wnrd-tnltlal

position.
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treatment of *&) (Le., the lack of a consonantal syllable onset) in those positions.
To determine whether *f was completely lost in all positions, we need to know the
outcome both *fand *@ in these positions as well. Let us start with the position
word-initial before *a. For *f, the outcome is invariably Mrs /j/ except in a
single context — namely, when there is an *o in the following syllable."” When
there is an *o in the following syllable, initial *f is reflected in Marshallese as
Mg/, thus #*faroka became Mgrs /ygV*™V°k/ and #faSo “to plant’ became Mgs
Mg V*t"/. We can capture these developments with the sound changes in (13a—c).

(13a) *f=Q/#_V
[lo]

e *f was deleted before a following nonlow vowel.
(13b) *f>uw/# _aCo
*  *f became MRs /uy/ in word nitial position before *a if there was an
*o in the following syllable.
(13¢) *f>j/# _V (after (13a) & (13b))

[—rnd]
»  Word-initial #f's which remain after (13b) became /j/ before nonround
vowels,

It is possible that the rules in (13) could be further simplified, depending of course
on what happens to the glide-prothesis process in the case of word-initial *a.
If it matches the *f developments exactly, we can get by with just rule (13a),
modified so as to delete initial *f before all vowels, plus whatever glide-prothesis
rule we will need for the cases which do not involve *f.

The data involving word-initial *a is presented in table 5.20. I have divided
the data up based on the quality of the vowel in the syllable after the initial one
since we see from (13b) that this factor was relevant in the treatment of *f.

The clear generalization from the data in table 5.20 is that an initial *a before
an *a of the following syllable gets a prothetic /j/, and that otherwise, initial *a
cets a prothetic /uy/. This clearly differs from the treatment ot initial *f betore
*a, which showed development to fuy/ only if there was an *o in the following
syllable. Thus we can piggyback the treatment of *f before nonlow vowels on
the general glide-insertion process which we will need for vowel-initial words,
but before the low vowel *a, we are going to need to explicitly change *f into
the appropriate glide.” The processes given as {13b) and (13¢) will do this. To

"It is entirely possible that the fact that *u of the following syllable is not relevant to
this question is to be related to the general tendency for *u to be centralized in many
Micronesian languages, including apparently some more immediate ancestor of Marshallese.
Nevertheless, there are numerous quite secure forms with *uv in their second syllable
which show /) for initial *f - the overall patterning of the data certainly indicated that
this can be treated as the diachronically regular outcome.

' Of course, we could also delete *f in the context *#_aCo, since the general glide-
insertion process evidenced in table 5.20 will trigger the insertion of the appropriate

glide. Such a move seems counterintuitive.
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Table 5.20: Prothesis before word-initial #a

Proto-Micronesian Marshallese
*#aCa

Faap™a ‘no’ iVaigVep™ “no’ (eaab)

*ala ‘path’ VA" “path’

*aSa ‘name’ IV *mame’ (at)

“#aCe

*ale ‘reckon, sing’ VI “song’ (al)

*aSe YJaw, chin’ V™ fjaw’ (at-)

*ate ‘liver’ wVet liver, spleen’ (aj)

“#aCo

*awo ‘fishline’ iViw ‘fishline (eo)

*alo *sun’ V™ fsum’ (al)

*arogo ‘pompanc’ wVirten™ *African pompano’ (aron)
*aTo ‘thatch’ wV*t' ‘thatch’ (aj)

“#aCi

*anitu ‘god, spirit wVa'V't' ‘god’ (anij)

*ani ‘wind’ uV*n “wind' (an)

*asini ‘crab species’ w V"V ‘brown land crab’ (atan)
“#aCu

*au- ‘appearance, condition’ wVyVi(-r'V'k) ‘of small appearance’ (ai(dik))
FajuSa ‘current’ wVIVe™ ‘current’ (aet)

*aruti ‘stir (tr.) V™Vt ‘stir or poke (tr.) (aruj)

account for the treatment of initial *a, we will need the glide-insertion processes
in (14ab). For the glide prothesis before the other vowels, we need the sound
changes in (14cd).

(14a) >y /# _aCV
[lo]

e Insert uf before word-initial *a if the vowel of the following syllable
is not low.

(14b) @ =3/# _aCV
[+lo]

* Insert j before word-initial #*a if the vowel of the following syllable
is low.
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Table 5.21: A conditioned development of Pmc *a

Proto-Micronesian Marshallese
*mawo ‘healed m'V'w “heal’ (mo)
*nawo ‘wave’ n"V'w ‘ware’ (no)
*pawo ‘platform’ p'Vew ‘shelf, loft’ (po)

(14e) O =3/ #_V
[-bk]

* Insert j before word-initial nonback vowels.

(14d) O =w/# _V
[+rnd]

¢ Insert w before word-initial round vowels.

When coupled with the processes in (13), we have a full account of the treatment
of both inirial *f and Pmc vowel-initial words.”'

I have included in table 5.20 the obviously unexpected (given our current rule
system) form *awo > /jV'w/ ‘fishline’ because it involves a systematic process
which we have not previously treated. Marshallese shows the effects of a dia-
chronic process which raised *a to /V¥ before *wo. Additional supporting data
is given in table 5.21.

We may thus posit the rule in (15).

(15) *a=/VY/ _wo (before (9a) and (14))

Since this rule applies before the glide prothesis processes in (14), *awo will end
up /JVw/ rather than /uyV*w/ - all initial *€’s, including those raised from *a by
(15}, get prothetic fj/.

Additional support for separating the glide outcomes of *f from those inserted
before vowels whose syllables otherwise lack an onset consonant comes from
the development of intervocalic *f, although here the data is quite limited, there
being not many forms reconstructed with such a segment for Pmc. In the one
very clear case, however, we see that once again *f develops into /j/, whereas the
vowel hiatus shows a different treatment. That data is in table 5.22,

1 Note additionally that being able to distinguish between the Marshallese treatment

of initial *f and word-initial vowels may help us to determine the proper reconstruction
in otherwise indeterminate cases such as *[f@am[f&]ani of table 5.18. Since Marshallese
shows an imitial /j/ in 1ts reflex of this word, and since, by (14a), *amani would have

shown prothetic fuy/, the Marshallese evidence clearly supports reconstructing the form
with *f.
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Table 5.22: Pyvc intervocalic *f vs. *@

Proto-Micronesian Marshallese
*tafa ‘cut in pieces’ WV ‘cut in pieces, chop’
*Saa ‘what? Voy/ what? (ta)

I will not formalize these developments, nor, in general, the guite complex
process whereby Marshallese breaks up Proto-Micronesian vowel-vowel sequences
via glide insertion. Instead, I will now survey some of the simpler developments
we see in the data and with that survey we will conclude our initial consideration
of the historical phonology of Marshallese.

The diachronic developments of the PMc segments *1 and *n show a strong
parallelism: each of the segments shows palatalized (/1Y, /n¥/), velarized (A", m™/},
and round velarized (1", m*/) developments. While to a certain extent this is as
might be expected given what we've seen above, with velarized developments
before Pmc #*a, round developments before Pmc round vowels, and palatalized
treatment before Pmc front vowels, there are many exceptions and the entire
matter seems best left to one side for a textbook such as ours. This is also generally
true of Pmc *r, which, however, only shows velarized and rounded outcomes,
the Mrs palatalized /r'/ arising from Pymc *c instead.

A number of PMc segments, not unlike the case of *¢ discussed above, show an
unconditioned change in their development to Mgs, For example, the nonvelarized
labials (*p and *m) become palatalized (i.e., *p > /p// and *m > /m"/) in all
environments, We have seen this development in numerous examples cited above,
Pumc #s and #S fall rogether in Marshallese as /t*/, and Pmc *t and *T merge as
'/ (again, a cursory examination of the data cited above will reveal this).

In a few cases, it is somewhat dithcult to know whether a change has occurred
at all. For Proto-Micronesian (and Proto-Oceanic), one often reconstructs “round”™
labials — as indicated by the symbols I have used, following Bender et al. 2003 -
including *p™ and *m"™. These show up, again without any particular condition-
ing environment, as MRrs /p™/ and /m™/, respectively. It is, of course, entirely
possible that the Proto-Micronesian segments were themselves merely velarized,
rather than rounded, in which case no change would have taken place on the
way to Marshallese. Direct continuation without change, conditioned or otherwise,

2

would also appear to be the case for PmMc *w and *,”° which are regularly

reflected in Marshallese as /w/ and /j/, respectively.

* Usually written *y by Oceanic linguists.
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5.2 Summary of Marshallese Developments
from Proto-Micronesian

3 23

We can summarize the developments sketched in this section as rable 5.23.

Table 5.23: Major developments from PMmc to MRs

PMc MRS Pmc MR3

“p p'f "1 i/
T p™ T Itif

“f i/ s /Y
*m fml/ S 1t
*m" fm"™/ Ty %

*k Tk K e i/

*x %) r )
1 /.y “1 VNI RI
*J i/ *n falf /n", /n"™/
W fw/ *n /nf

] IV 1 AN
e INLINE "o INLIVEE
*a IVal./ve

* Before PMmc round vowels,
" If stressed, with a nonhigh vowel in the following svllable.
“ If stressed, with a high vowel in the following syllable.

“If stressed and between syllables containing high vowels.

5.3 Discussion Questions and Issues

A. Discuss the evidence arising from the forms cited in this chapter for the
developments of Proto-Micronesian *1, *n, and *r into Marshallese (these

** Details concerning the complex development of Pmc *1 and *n into palatalized,

velarized, and round variants, and of Pme *r into velarized and round realizations, have

not been dealt with above. Here | simply list the possible outcomes.
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developments were not fully considered in the treatment above). If possible,
develop a theory of the regular development of each of these segments,
noting the relevant conditioning factors in that development. There will be
problemartic forms, which you should explicitly acknowledge and note.
Discuss all of the evidence that can be extracted from the forms cited in this
chapter for the development of Proto-Micronesian vowel-vowel sequences
(as in, e.g., *pepei, “matogtoag, and the like), noting any regularities and
any problematic forms,



6 In-Depth Consideration
of Selected Issues

As promised at the outset of this part of the book, we have now completed a
relatively traditional survey of the historical phonology of Marshallese, treating
some problems in greater depth than others, as necessitated by the fact that
this book is not a specialist work on Oceanic linguistics. We will now turn to a
somewhat deeper consideration of issues which arise from the treatment we
have just developed, bringing into the story additional data from other linguistic
systems where appropriate. One of the central matters that we must confront in
our consideration of phonological change is the relationship between phonetics
and phonology. We will see that much of the twentieth- {and twentv-first-)
century discourse on historical phonology has centered on this marter.

It is worth reminding the reader at this juncture that it i1s in the domain of
phonology that historical linguistics is rightly proud of its accomplishments.
While in the history of every linguistic system there remain interesting challenges
to our understanding, the degree to which it is possible to present a coherent
and compelling treatment of the historical phonology of a given linguistic system
makes it virtually necessary that some fundamentally valid conception of how
phonological change works must be embedded in our methods. As we have seen
in some detail in chapter 1, this does not mean that historical linguists have
always been able to accurately articulate how it is, or why it is, that their
methods seem to do so well in this domain, We will attempt, in this chapter, to
elucidate this martter.

6.1 Phonetics, Phonology, and Sound
Change I: The Marshallese Velars

We began our discussion of the history of Marshallese phonology above with an
investigation into the origins of the MRrs round velars (/k™/ and /n™/}, which
exist side-by-side with a set of plain velars (/k/ and /g/). Through an examination
of some of the relevant data, we were able to establish the rule in (1) above,
repeated here for ease of reference.
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(1) Velar rounding: [+velar] > [+round] / _[+round]
* Velars were rounded before round segments.

On the one hand, it would seem that nothing could be more natural or sensible
than such a development. As we noted when we first discussed it, the change
appears to be assimilatory in nature, as are the vast majority of sound changes.
Furthermore, although for other changes we may need to worry about positing
a diachronic “path”™ for the development (e.g., it seems unlikely that Pmc *f can
have become Mrs /j/ without passing through some intermediate stage(s)), the
rounding of the velars could trivially take place in a single step.

In spite of the seeming simplicity of the case, however, matters become some-
what more complex when we turn to a consideration of the details of the
development. First, the change is indeed an assimilatorv one — in fact, it appears
to correspond to an assimilation that is very broadly attested in human languages.
In my own English, /k/ is pronounced with lip rounding before round vowels,
i.e., the English word ‘cool’ is realized as /k™ul*/. This appears to be generally
the case in human languages, at least in those without contrastive roundness in
velars, Since Proto-Micronesian was a language which did not have contrastive
rounding in its velars, it would seem to follow that the velars of Pmc which
were before round vowels were, to a reasonably high degree of probability,
already pronounced with lip rounding. The question thus arises as to whether
such lip rounding on velars before round vowels is a low-level, coarticulation
effect (below the level of the grammar) or a grammatical fact (either phonetic or
phonological).

The contrast I have introduced here between coarticulatory (subgrammatical),
phonetic (i.e., allophonic, grammarical), and phonemic status will be important in
the discussion that follows, but is not always observed in either the phonological
or the historical literature, and thus merits some comment. We need to be clear
about these differences since, ultimately, our understanding of the mechanism of
a variety of change types will depend crucially on maintaining clarity in this domain.
We can, a priori, distinguish between three levels of analysis of linguistics-related
phenomena. Separating the phonetic and the phonemic levels — a two-way split
— has a long-standing tradition in twentieth-century linguistics; however, the
term “phonetic™ is often used in an ambiguous way. On the one hand, it is taken
as referring to the output representations of phonological computation, such
that the phonological rule component establishes a mapping relationship between
two levels of linguistic representation. We can sketch this as in figure 6.1,

In figure 6.1, the underlying representation (/kat/) is stated in some phono-
logical alphabet, usually a set of bundled teature values. The string of IPA-like
characters at the top of fgure 6.1 is standardly taken as an abbreviation for just
such a set of feature bundles. The phonological computation operates over this
underlying representation and generates an output representation. The operations
of the phonological computation are standardly assumed to involve the manipu-
lation of the feature values (or the ordering or presence of specific features and
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kat/ Phonemic level

Phonological compurtation

| k"2 t] Phonetic level

Figure 6.1: The phonemic and phonetic levels

their values) of the underlying representation to give an output representation in
the same type of phonological alphabet - 1.e., a set of bundled feature represen-
tations.' Thus the IPA-like characters at the bottom of figure 6.1 are also raken
to represent a set of feature bundles. The feature for the first segment of the output
representation differs from that of the first segment of the input representation
in that the former contains a specification [+spread glottis] (or whatever the
appropriate phonological feature for “aspiration™ might be), whereas the latter
does not. This specihication has been provided by the application of a rule in the
course of the phonological compuration.”

Unfortunately, the term “phonetic” is also commonly used to refer to the actual
acoustic, auditory, aerodynamic, and/or articulatory properties of an utterance.
In such a case, the IPA-like characters used refer not to an abstract featural
representation, but to the impressionistic acoustic or articulatory properties
of an utterance. This is a very different thing than we intended by our use of
“phonetic™ above. For example, phonological contrasts in vowel length are pos-
sible, as are allophonic vowel lengthening, so both input representations and
putput representations in hgure 6.1 can contain a representational specification
for length. However, the representation capacity available to human languages
appears to be quite limited in this domain, no human language offering us evidence
which would lead us to conclude that human phonologies can have 10 or 20 or
2,000 different “lengths™ for represented segments. By contrast, if one measures
with sufficiently precise instruments the lengths of the medial segment in 10, 20,
or even 2,000 actual articulations of “cat™ by some speaker, one will discover that
vowel lengths differ as a factual matter virtually across the board, each utterance of
“cat” showing a (perhaps slightly, but nevertheless measurable) difference in vowel
length. We thus clearly need to distinguish between the output representation of

' The representations may be, as is standardly assumed, richer than the concept “bundled™

indicates. Suprasegmental information, syllable and foot structure, and the like, may also
be modified or even added in the course of the computation. The relevant point is thar it
is possible for human languages to specify such information in underlving representations
- even if in some particular language stress, for example, need not be — and thus the
representational primitives for such information are “phonological™ in the relevant sense.
* 1 will speak throughout in terms of “rules” and the like, rather than “constraints,”
without prejudice as to what the best theoretical model for phonology might ultimately

turn out to be,
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Tkat/ Phonemic level

Phonological computation

[khTE[] Phonetic level
Transduction
R Output level

Fegure 6.2: The phonemic, phonetic, and impressionistic output levels

phonological computation and impressionistic renderings of the actual articulation
of forms. A simplified” version of this important observation — one which abstracts
away from the complex process of getting from output representation to articu-
lation by labeling the whole mess “transduction™ - can be seen in figure 6.2,

I place the impressionistic rendering of the actual bodily output of an utterance
within “human body™ brackets so that it will always be clear just which type of
representation is under discussion at any given moment.?

It is of some value to recall from our earlier discussion that, in part for
learning-theoretic reasons, the “transduction” processes are generally assumed to
be universal and invariant in narure. No “language specihic” information need be
encoded in them and they do not therefore represent “grammartical”™ knowledge.
They reflect the fact that articulatory planning has a certain structure — that to
get from, e.g., a target [ k| articulation to a target |i] articulation certain “articu-
latory adjustments™ (transition and coarticulation phenomena, e.g.) are made by
the processes regulating the vocal tract. The *Transduction”™ box is also intended
to cover the conversion of articulation events to acoustic waveforms, and the
transformations induced by the auditory processing of such waveforms.

We can immediately see the utility of this three-way distinction by noting that
a rounded velar may systematically emerge from our model in figure 6.2 in a
number of ways, three particularly common ways being presented in figure 6.3.

In the “phonemic™ column of figure 6.3, there is an underlying representation
which includes, as one of its segments, a /k™/. No rules in the phonological
computation modify the features on this segment, which therefore emerges at

* “Simplified” because, as pointed out in chapter 4, there is no single mapping relation-

ship involved in getting from the output representation of the grammar to an actual
utterance. Many cognitive and physiological svstems interact in complex and not well-
understood ways to generate an utterance from a linguistic output representation.

' In the interest of gender equality, both male and female bodies will be used. Since
opening and closing brackets should probably match for maximum legibility, 1 will use
same-gender pairs to enclose these representations. This is not intended to have political

CONsSequUences,
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PHONEMIC PHONETIC POSTGRAMMATICAL
/ 1<|“*j k! k/
Phonological compuration Phonological computation Phonological computation
[k|“’1 [k 1N
Transduction Transducrion Transduction
k"4 Fd bd

Figure 6.3: Phonemic, phonetic, and postgrammatical k*

the “phonetic” level as the very same feature bundle it is stored as. This [k*] is
also unaffected by the transduction process(es) in this parricular act of utterance
and thus surfaces in the world as a #k"¥.

By contrast, in the center column of figure 6.3, we are dealing with an under-
lving /k/. A rule of the phonology of this particular language triggers a modification
of the feature set of /k/ (under some conditions — we aren’t concerned with the
details at this juncture) such that, at the phonetic level, the representation of this
segment now contains the feature [+round]. As in the previous case, this [k*] is
unaffected by the transduction process(es) and thus emerges straightforwardly
as #k"¥.

Finally, in the rightmost column, labeled “postgrammarical,” we are dealing
with an underlying representation without a roundness specification, i.e., with a
phoneme /k/. Nothing in the course of the phonological computation introduces
a feature [+round] into this representation, which consequently comes out at the
phonetic level as [k]. In this instance, in the course of actually articulating the
[k], lip rounding is introduced. We can easily envision a case such as this if we
simply articulate the sequence [uku| without attempting explicitly to round our
lips during the [k] closure. In my speech, and I would wager in the speech of all
humans, such a [k] is articulated with lip rounding (i.e., as #k™¥), essentially
inheriting that property from the articulatory roundness of the |ul’s on either
side of it. This inheritance is not representational, i.e., not regulated by the
grammar, but rather the byproduct of the fact that the string of segments is
articulated as a single flowing gesture, the transitions between segments being
handled by physical movement from target to target.

In the case of my own rounding of the /k/ in /kul/, it seems clear enough that
we are dealing with an instance of “postgrammatical” rounding. There is, in any
event, no evidence that the rounding is anything more than an anticipation of
the lip rounding required for the following vowel. It seems likely that since /k/
itself need not specify anything about the state of the lips during its articulation
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(Le., my /k/ is neither contrastively [+round]| nor contrastively [-round]), the
phonetic representation leaves the lips free to adopt any roundness position,
including the anticipatory one which we find in my articulation of words like
#l"ul™¥ ‘cool,” with a /k/ realized with rounded lips, or #kil“# *keel,” with a /k/
realized with spread lips. The process appears to be a normal one for the
articulation of velars before round vowels,

If we return now to our consideration of the seemingly straightforward
Marshallese development we started with - the rounding of Pmc *k and *p
before round vowels — we can see that things are somewhat more interesting
than they may have first appeared. Proto-Micronesian did not have contrastively
round velars and thus, presumably, if it was like living languages which lack
that property, its velars were realized with lip rounding when they appeared
before round vowels by virtue of postgrammarical articulatory transitions, Of
course, since we have given the phonemes of Proto-Micronesian in citing forms
from that language, we use a symbol which reflects the fact that at that level
of representation there is no lip rounding. Since the Marshallese forms are also
cited in their phonemic form, and since in the case of a word like /k™ep™/ *bent’
we see contrastive roundness on the initial velar (in clear distinction from the
Proto-Micronesian form of this word, /kup™e/), the actual history of this devel-
opment would appear to be something like that sketched in Agure 6.4. It seems
likely that, as a diachronic matter, the /k"/ of Marshallese owes something to
the putative presence, in Proto-Micronesian, of #k™§.

We find here rather striking confirmation of the point which was made at
considerable length in chapter 1 of this book. Regarding the initial segment of
the word for ‘bent,” both Proto-Micronesian and Marshallese speakers produced
a rounded, voiceless velar stop. If diachronic linguistics were to be about the
history of the behavior of speakers, there would be no change in the velars in
these words. It is only when we consider relationships at a more abstract level
(the phonemic or, in this case, also the phonetic) that we detect that something
of linguistic significance has taken place. This has the clear implication that
historical linguists also must adopt an I-language conception of their object of
study, as I argue in detail in this book.

PrOTO-MICRONESIAN MARSHALLESE
Tk [k*"/
Phonological computation Phonological computation
[ k] [k
Transduction Transduction
| I
I it

Figure 6.4: Velar rounding revisited
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Interestingly, however, there is another important observation we can make
regarding this case. While focusing on the *grammartical” (i.e., phonemic and/or
phonetic) levels rather than on speaker output enables us to see that a change
has in fact occurred regarding the Marshallese velars, if we were to restrict our
attention to those levels we would be eliminating our access to data which is
actually crucial to the ultimate explanation of the events involved, namely, the
fact that in Pmc initial /#k/ can be assumed with a high degree of confidence to
have been realized with lip rounding even though the grammar itself played no
direct role in giving rise to that rounding,.

6.2 A Digression on the History of Research

Varying attention to these levels and the relationships between them characterizes
in many ways the history of research into diachronic phonology. For example,
the Neogrammarians talked about reconstructing the “sounds” of Proto-Indo-
European, and about “sound change™ on the wav to the daughter languages, whereas
structuralists generally reconstruct the *phonemes™ of Proto-Indo-European, and
document the changes between these phonemes and the phonemes of the various
Indo-European daughter languages. Finally, the generativist tradition in diachronic
phonology tended to focus strongly on the history of rules and rule systems, It is
of more than passing interest to examine just what each of these major schools
dedicated their energies to, and what reasons they gave for making their particu-
lar object of investigation the focus of diachronic phonological research.

The Neogrammarians did not have access to the structuralist concept of the
phoneme, nor to the generative concept of the “phonological rule,” and so it is
hardly a surprise to learn that they did not frame their work on historical pho-
nology in terms of such concepts. Although thev use the label *sound™ for the
object of their investigations, it does seem clear than in general what they had in
mind was something close to the “phonetic” level of Aigure 6.2, Thus, for example,
the Neogrammarians reconstructed for Proto-Indo-European both an *nand a *z,
the former an allophone of *n beftore velars, the latter an allophone of *s before
voiced obstruents.” They did not, however, reconstruct the purely physiological
nasalization of vowels before nasals, which surely was reflected in the speech of
Proto-Indo-Europeans as it is in the speech of contemporary humans, and thus
thev do not appear to have been attempting to capture things at the purely physical
or mechanical level which 1 have called *impressionistic output™ above.

The historical phonologies for individual languages provided by Neogram-
marians posit sound changes between these reconstructed “phonetic” elements

* Ameongst many other *subphonemic™ segments, including syllabic liquids and nasals and

the like. Of course, the “allophone™ and “subphonemic™ labels are anachronistic in this

contexr.
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(allophones, if you will} and the (abstract, representational) “phonetic” elements
of the Indo-European daughter languages. For example, Brugmann (1904),
provides a brief account of the development of *p in the various daughter
languages, citing forms such as PIE *pépk™e ‘five’ > Latin /k™iipk™e/ (quingue),
Armenian /fhin/, and Lithuanian /pegki/. Brugmann notes, of course, that Proto-
Indo-European *n is only found before the velars (rounded and unrounded) of
that language — i.e., he was aware of the limited distribution of *n, and vet one
can see from the data just cited what the advantages of “subphonemic”™ recon-
struction like this are: it seems a little silly to reconstruct PIE *n in the word
for *five’ and then change that *n to n in Armenian, for example, when, in point
of fact, we do not believe that the pronunciation of the segment has changed at
all. There was a change, to be sure = a change in the phonological status of the
segment 1 — butr that change is not in anv meaningful sense the reason why
Armenian has the segment 5 in the word for ‘five.’

On the other hand, it does appear that reconstructing “phonetically,” as the
Neogrammarians did, also misses some important aspects of the story. For
example, other daughrers of Proto-Indo-European “pepgk™e include Sanskrit papca
(usually transcribed panca) and Greek pénte (mévre). In a very real sense, the
palatal nasal of Sanskrit and the n ot Greek are exactly the same as the proto-
segment: they are articulated in the same place as the consonant which immedi-
ately follows them. Since the place of articulation of the PIE labiovelar has
shifted in this context in Sanskrit to the palatal place and in Greek to the dental,
the nasal has shifted as well. Brugmann’s method makes this, too, look like a
change, when in some sense the nasal of the protolanguage has not changed at
all on its way to the daughters (it was the “invariably assimilating™ nasal of PIE,
as it is in Sanskrit and Greek as well).

As we noted above, Brugmann and his Neogrammarian colleagues did not
have the option of reconstructing phonemes for Proto-Indo-European, since
the concept of the phoneme did not vet exist when they were working on these
problems. However, beginning with Jakobson’s “Prinzipien der historischen
Phonologie” of 1931, the structuralist concept of the “phoneme” came to play a
key role in diachronic work, a status which it has maintained largely unchal-
lenged to this day. The basic idea was simple enough: the linguistic system is a
phonemic one, the contrastive elements of a language are its phonemes, and thus
for a change to be of linguistic significance, it must affect in some wav the
phonemic status of the elements involved. A modern survey of diachronic meth-
odology which explains the origin of contemporary historical linguists’ focus on
the phoneme states the matter succinctly (Fox 1995: 38):

consider what is meant by “sound change.” In purely phonetic terms this can only
mean that a particular articulatory gesture is replaced by another, whether in all
cases where it occurs in the pronunciation of the words of the language, or just
under certain conditions. From the point of view of structuralist phonology,

however, this change must be evaluated differently according to whether or not 1t
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results in a change in the phonemic status of the sounds involved. If it merely
affects how the allophones of a phoneme are articulated, then the change is,
phonologically speaking, superficial, and indeed irrelevant; only if it affects the
system of phonemes itself, or the grouping of sounds into phonemes, can it be

considered a genuinely linguistic change.

This in turn has direct repercussions for what the object of phonological recon-
struction should be, as Fox again notes (1995: 42);

What are the implications of this for the Comparative Method and for the recon-
struction of protolanguages? First, it means that since phonemes, rather than sounds,
are regarded as the basic units of pronunciation, our methods of reconstruction must
be geared rowards determining the phonemes of the protolanguage rather than irs
sounds. In fact, determination of the latter is regarded as rather unimportant. ..

In keeping with this doctrine, modern reconstructions of the Indo-European
phonological inventory do not include subphonemic segments such as Brugmann’s
*n and *z.

It is worth noting that in discussions of phonemic vs. phonetic approaches to
sound change and reconstruction, no distinction was made, in keeping with the
ceneral practice up to the present, between what I have called above the “phonetic”
level of representation and the level of actual acoustic or articulatory outpurt.” In
addition, perhaps somewhat more surprisingly, the statements which regulated
the relationship between the phonemic and the phonetic level — which would
correspond to the “rules™ of later generative phonology — were not felt to be of
interest. The focus was on the phonemes themselves and their paradigmaric (Le.,
contrastive) and syntagmatic (i.e., phonotactic) relationships to other phonemes.
This is consistent with the antimentalism (or, in the case of European struc-
ruralists, somewhat more neutrally, the nonmentalism) of the structuralists: the
accounts of the relationships between phonemes and their allophones were con-
structs of the theoretician, rather than properties of the knowledge state of the
speakers, and thus did not require direct diachronic explanation.

It should not go without comment that the arguments offered up against paving
attention to the phonetic (or even acoustic/articulatory) levels offered up by the
structuralists are of a singularly odd type. Fox has caprured them accurately

¢ I mean here explicitly made. In practice, the physical level - in spite of the near

universal use of terminology such as that we see in the quotes from Fox — was never
up for serious discussion in either synchronic or diachronic phonology. No one gave
students phonology problems with a column of data from a speaker without a spoonful
of peanut butter in his/her mouth, and another column of data from that same speaker
with a spoonful of peanut butter in histher mouth, and asked the student to write the
rules which would get one from one stage to the other. That is, de facto, the exclusion of
the purely physical level has always been true of actual linguistic practice, in spite of the

surrounding rhetoric,
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Table 6.1: A Romance labial segment (Campbell 1999: 119)

Italian Spanish Portuguese French (Latin) English gloss

/kapra/ [kabra/ /kabra/ /fevr(a)/ capra goat
/kapo/ [kabo/ /kabu/ /[ef/ caput head, top

in his sympathetic summary in the passages quoted above. The phonetic level
is “superficial,” “irrelevant,” and “unimportant.” “Irrelevant™ and “unimportant”
of course make sense only with respect to some actual purpose of the enterprise,
but we will argue in considerable detail below that such details are certainly not
irrelevant or unimportant for developing a comprehensive understanding of the
historical phonology of a given language, nor, indeed, for our goal of construct-
ing a constrained theory of phonological change.

The conflicting desire to use phonemic information when treating sound change
and reconstruction and to have access to as much relevant data as possible leads
to rather strange methods being advocated in typical introductory textbooks
on historical linguistics. For example, consider the phonemic data regarding a
Romance labial segment in table 6.1, extracted from Campbell (1999: 111)."

In discussing what to reconstruct, and thus of course what sound changes to
posit, for the sound correspondence between the labials in this data, Campbell
(1999: 119} says:

The reflexes in all four languages share the feature *labial™; the Spanish, Portu-

guese and Italian reflexes share the feature “stop™ (phonemically). Factoring all the

features together, we would expect the protosound to have been a “labial stop™
of some sort.

The key here is Campbell’s parenthetical “phonemically™ in the quote above. As
is well known, not least of all to Campbell himself, the phonetic forms of the
relevant Spanish words in veryv many dialects are [kaPra] and [kaPo], respec-
tively, with a fricative {like French, though differing slightly in place) rather than
a stop (like Italian and Portuguese). There is no inconsistency in Campbell’s
treatment of these forms — he has been using phonemic representations through-
out his discussion — but there is an odd disconnect between this practice and the
beginning of the paragraph from which his statement immediately above is taken:

We attempt to reconstruct the protosound with as much phonetic precision as pos-
sible; that is, we want our reconstruction to be as close as possible to the actual
phonetic form of the sound as it was pronounced when the protolanguage was spoken.

The Latin is not given phonemically, for whatever reason. In addition, the parentheses

around the French schwa are not explained by Campbell.
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It seems a foregone conclusion that, were one to actually reconstruct on the
basis of the phonemes of the daughter languages, such a move is bound to
reduce, rather than maximize, the phonetic detail available for use in establish-
ing the phonetic segments of the protolanguage, and thus for our ability to
develop a systematic theory of sound change based on developments between
such protolanguages and their daughters. We will consider this matter in more
detail in chapter 10, when we turn to reconstruction methodology.

The generative enterprise, in sharp contrast to both the Neogrammarians
and the Structuralists, turned its attention to the diachronic development of the
“phonological computation™ system in figure 6.2, The approach was characterized
bv an assumption that phonemic representations showed, in general, remarkable
diachronic stability (and thus were not the locus of most observed changes);”
and, of course, phonetic outpurt forms are simply the epiphenomenal result of the
application of the set of ordered phonological rules to these stable underlying
torms. Thus, while changes were often observed at the phonetic level, the primary
mechanism of getting a different form ar that level was to modify the phonological
component. The set of possible modihcations here 1s guite limited: a given rule
could cease to be a part of the phonological system (“rule loss™), a new rule could
be added to the phonological system (*rule addition™), the rules already available
could change their order of application (*rule reordering™), or, finally, the precise
targets, triggers, or environments for a given rule could be modified.

The general framework of generative diachronic explanation has already been
discussed briefly at the end of chapter 1, when Grace’s summary of Morris
Halle’s position was cited. We are now in a position to consider the matter more
fully, which we will do using the example of “rule addition.” Imagine that we
observe some new output forms in a given linguwistic tradition. Since underlving
forms are assumed to be generally stable, the explanation for these new output
forms will be to posit a rule added to the grammar of the speaker with the new
forms. The form of the rule itself will be determined by the relationship between
the old forms and the new, iLe., the rule which gets added will be one which
maps the old output forms to the new output forms. We can sketch this rela-
tionship as in figure 6.5.

In this hgure we have, at Stage 1, a synchronic phonological rule which rounds
velar stops before round vowels. Thus for an underlying phonological representa-
tion of the shape /kikw/, we will get an output of the phonological computation,
i.e., a phonetic representation, of the form [kik™u]. It we were to observe for

" See, for example, Chomsky and Halle (1968: 49): “underlying representations are

fairly resistant to historical change, which tends, by and large, to involve late phonertic rules.
If this is true, then the same system of representation for underlying forms will be found
over long stretches of space and time.” A similar orientation is found in much diachronic
Optimality Theory work, which tends strongly to equate phonelogical change with con-
straint reranking — ignoring the ever-present possibility of the restructuring of underlying

representations,
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STAGE 1 STAGE 11
[kiku/ Ikiku/
| P R 1
Phonological computation I Original phonological computation :
I
| | | | :
X | e Intermediarte
[k'kw“] : kik™u <o J| representation
| | :
: Final vowel deletion {added rule) | |
¥ L [
________ J———————
[kik™]

MNew phonological system

Figure 6.5: Rule addition

some subsequent speaker within this linguistic tradition that they no longer
produce final vowels, we would posit a rule which maps the output form of the
former speakers (|kik™u|) to the newly observed output form which will lack
a hnal vowel ([kik"™]). Since the rule is constructed by taking outputs at Stage |
and mapping them onto outputs of Stage II, it is obvious that it will be added at
the end of the Stage I grammar (since it generates the Stage Il form from the
Stage I form directly, and thus there could be no relevant rules which would
apply after it). Clearly, in such a model, the “change™ involved is the difference
between the grammar at Stage | and the grammar at Stage I, a difference quite
sensibly captured by the label “rule addition.”

We can come to understand further aspects of the generative conception of
phonological” change if we add an additional assumption to the situation sketched
in figure 6.5. Imagine that the langnage did not have any suffixes, and that,
therefore, final vowel deletion did not give rise to any alternations.'” The grammar
under Stage Il in fgure 6.5 will have the property that the round vowel of the
underlying form /kiku/ will #ever surface in any word of the language. There is
a fairly serious issue here: no child could ever construct such a grammar - there
is simply no evidence available to a learner which would cause them to posit
underlying final vowels when no such vowels ever surface. How, then, could a
Stage II grammar, which is completely unlearnable by humans, ever exist?

*  And svntactic, but that must await later chapters.

" If there are suffixes in a language at a time when it undergoes final vowel deletion,
one generally finds data patterns such as *kiku > kik™ next to a suffixed version of that
morpheme, let’s sav *kiku-na which would give kik™u-n. In the suffixed form the final
vowel of the original morpheme is thus preserved, and since the quality and properties of
that vowel will not be predictable, the underlyving form for that morpheme will usually be
set up, even after the application of final vowel deletion, as /kik™u/ — this is one of the

reasons generativists spoke often of the stability of underlying forms.
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The generative solution to the question is simple: the grammar was not learned.
What was learned during the initial language acquisition period'' was the Stage
I grammar, the Stage Il grammar resulted from an adult adding a rule to histher
existing grammar, The precise mechanism whereby this happened is obscure and
for the most part not discussed in the generative sound-change literature." The
Stage II grammars are, then, the “suboptimal™ grammars referred to in the dis-
cussion of Morris Halle’s ideas at the end of chapter 3. An adult could speak
with output generated by such a grammar to his/her child, who, constrained
by the language acquisition device (LAD), will construct in his/her own mind
an optimal system for generating kik™ - this optimal system will not include a
final w in the underlying representation of this word — a segment for which the
child does not receive any evidence. This grammar will thus have no use for a
rule of final vowel deletion (since there will be no final vowels in underlyving
representations to delete). “Rule loss™ will thus result, straightforwardly.

The mechanism which the LAD uses to prefer the child’s constructed, optimal,
grammar over the suboptimal grammar of Stage 11 is an evaluation metric whose
responsibility it 1s to assign relative value to competing hypothesized gram-
matical systems such that the acquirer can converge upon the simplest, and thus
optimal, system for generating his/her output representations. Since the child
acquirer will always optimize in this way, the adult *Stage 117 grammar will be
a fleeting entity (it cannot be learned by the linguistic descendants of the speaker
who has a Stage II grammar). The children of this speaker will also, of course,
show the effects of “final vowel deletion™ - L.e., the grammar they construct will
also generate /kik™ for our made-up word, whereas their linguistic ancestors
(two generations back) will have said /kik™u/. The fleeting “rule addition™ stage
(our Stage II) is thus of very little general interest to the generative diachronic
phonologist, for whom the effects of the optimization process undertaken by
the child acquirer exposed to Stage Il is much more linguistically significant

"' It is useful to bear in mind that the generative enterprise strongly supported the

Critical Age Hyporhesis, which held that language acquisition was only possible up to a

certain age, bevond which the so-called “language acquisition device™ in humans ceased
to function.

'* Morris Halle (pers. comm.) has, on several occasions, told me, somewhat jokingly, that
the process was due ro *human perversity.” While I would not want to minimize the signi-
ficance of the role of human perversity in history, | would most definitely not like to be
somehow responsible for developing a theory of human perversity, as enjovable as the
research behind such a theory might be. Other claims (though perhaps this is what Morris
has in mind) appear to relate the change mechanism to “fashion™ and changes in favorite
automobile styles, and other deep and abiding mvsteries. None of these claimed mechan-
isms for change would appear to offer much hope in our developing an understanding
of why some changes - e.g., those which would appear to arise via acoustic misparsing -
arc :FCIU.TII:I “’ith Such I'CEU.IEIT'i[}r._' or ‘n‘i’h}r E]‘lﬂngﬂﬁ- 5L'|.CI'| as P = I arc unﬂttcﬁtf_‘d. SU.['EI}"
hllm-ﬂﬂﬁ ATe Ptrff[st ﬂl'ld.l'rﬂl' fﬂﬁhiﬂn-ﬂunﬁﬂiuu‘:ﬁ ':“U'U.gh L mﬂk’: Whﬂtl‘."\"l‘.’l’ Ehﬂ"gt"bﬁ migl‘lt

occur to them, if perversion and/or fashionability were truly the mechanism ar work.
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(since the results of that process will be a learnable and potentially broadly
transmitted and well-attested linguistic system - i.e., it is not fleeting). Since the
LAD optimizes in the direction of simplicity only — it could never posit a more
complex system than Stage II to generate the same data — all linguistically
significant sound change must, under these assumptions, be simplification.

The claim that change is simplification is thus grounded in several core
assumptions of the generative approach to sound change. Oddly, much of the
literature which touches upon the issue of “change as simplification,” even litera-
ture bv the generativists themselves, confuses the claim that the grammar con-
structed by the child exposed to the output of a Stage Il speaker will be simpler
with the quite different claim that the observed output will in some way be
simpler. There will be no observable difference between the output of the Stage
IT speaker and that of the child acguirer who constructs an optimal grammar to
generate the output observed in learning from a Stage Il speaker. The difference
is purely in the computational system and lexicon.

The principle difficuley that this approach faces is in coming to terms with the
actual mechanism of change: where the added rules come from, what, if anything,
determines or limits their possible properties, and how it is that adult speakers are
able to modity their existing grammatical system in this manner. With no answer
to such questions, this particular approach provides little in the wav of explana-
tion for actually observed phenomena. We will have occasion in the discussion
which follows in this chapter (and in subsequent chapters) to explore the short-
comings of much of the work actually carried out under these assumptions.

It is certainly worth pointing out, however, how readily this model of change
can be converted into something which I most definitely believe can be and has
been responsible for change events in linguistic history = one without the ex-
planatory weaknesses of the traditional generative approach. We can reconcep-
tualize the contents of figure 6.5 as in figure 6.6.

At first blush, this figure doesn’t look very different from hgure 6.5 — not
surprisingly, since the differences are essentially conceptual. Instead of having an
adult add a rule of unknown origins to the end of histher grammar, which would
require that we grant adults that kind of access to their generally encapsulated
cognitive systems, it would require that we devise some mechanism by which the
speaker might come up with the rule and add it as part of a *postgrammatical”
hilter on his/her linguistic output. We discussed such “postprocessors™ at the end
of chapter 3; the fact that humans can construct such things seems beyond
question, Where, in such a storv, does the added rule come from? Well, it comes
from the speaker’s impression that it would be prestigious, in the specific exam-
ple outlined above, to produce output forms without final vowels. Why might a
speaker think such a thing? Aren’t we stuck in an uninspiring infinite regression
(the speaker who adds the final vowel deletion postprocessor must already have
been talking to some particularly cool person who has deleted final vowels — bur
where did that person’s grammar come from?)? Well, not necessarily, because the
speaker can be wrong aboutr what a prestigious person is doing, linguistically, in



In-Depth Consideration of Selected Issues 105

STAGE | STAGE Il
Tkiku/ [kiku/
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- Postprocessor (final vowel deletion) -
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Figure 6.6: A new approach to “rule™ addition

the speaker's environment. In being wrong, a postprocessor which is designed to
match the output of that prestigious individual (but which will not, because the
individual who added the postprocessor has incorrectly analysed what his source
is actually doing) will be constructed which fails to do such matching, and thus
introduces novel material into the linguistic context,

Such cases are well-known in the linguistic literature, going by the name
“hypercorrection.” To take a well-known nonphonological example, the stigma-
tization of the use of “who™ in gquestions such as “who did Bill see?” in many
varieties of North American English, and the corresponding prestige of “whom”
use, has led many speakers to add a postprocessor which converts *who” to
“whom™” (see Lasnik & Sobin 2000 for an extensive discussion of this case). A
variety of issues arise — differing of course from speaker to speaker, since different
postprocessors can be constructed for this phenomenon, and various speakers
can use these postprocessors more or less frequently and thus more or less adeptly
— such that the postprocessor status of this conversion is quite clear. For example,
speakers’ behavior is highly variable in this domain — not surprisingly, given the
degradation of performance on postprocessor (as opposed to grammatical)
processing under distracting conditions such as evervdav life. The precise con-
ditions on conversion also tend to differ quite a bit, many speakers having a
hvpercorrecting postprocessor which substitutes *whom™ for “who” in nomina-
tive case demanding contexts.

Thus, stripped from awkward conceptual dithculties such as the mysterious
origin of added rules and the unexpected direct modification of the grammatical
system bv an adult speaker, we can find in the standard generative account
of phonological change a reasonable model for a very restricted diachronic
phenomenon: hypercorrection. That most sound change is not triggered by
hvpercorrection-type processes seems clear (there would be no prestige triggers
for most observed changes), and thus the generative model, even so “corrected,”
cannot provide us with the answers we are seeking in this book.

We can see that each of these approaches - the Neogrammarian, the Structur-
alist, and the Generativist — has ditficulties if we simply consider the matter from
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ﬂ*!k;f:tf Phonemic level
a = Phonological computation
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® - Transduction
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Figure 6.7: The phonemic, phonetic, and articulatory/perceprual levels

the acquisitional perspective we developed in chapter 1. We can try to find our
way out of these difficulties by looking one more time at our sketch of the relation-
ships between the levels under discussion (repeated, with the addition of num-
bering, from figure 6.2, in figure 6.7). We can then ask what role the various
elements of that figure play in the process of grammar construction. Once we
understand that, we will be able to narrow our concerns to just the relevant aspects
of that figure, at least for those changes which have their origin in acquisition.
The figure contains five elements: (@) the underlying, phonemic representation,
(@) the computational component of the phonology, which is responsible for
converting the phonemic representation to a phonetic one, (®) the phonetic
representation which results from running the phonemic representations through
the computational system, (@) the highly diverse set of cognitive and physical
conversion routines (transducers) which take the computed phonetic representa-
tion and convert it into some type of articulatory/perceptual object, and (@) the
articulatory/perceptual object which results from the transduction process.

Let us begin with @®. The underlying phonemic representation must be con-
structed by the acquirer in the course of the acquisition process. It represents a
core element of the acquirer’s knowledge state. It mav ditfer from person to
person and is clearly subject to modification in the course of transmission, and
thus must form part of anv theory of phonological change. The Structuralists
were thus correct to make it part of the object of study of diachronic phonology,
and Neogrammarian theory was hampered by its inability (since the notion did
not yet exist) to treat this level of representation explicitly in the analysis of
change events.

Turning next to @, the computational system of the phonology, we again
recognize that this system must also be constructed by the acquirer in the course
of the language acquisition process, and thart it, too, represents a core element
of the acquirer’s resultant knowledge state. It differs across individuals and
across time and thus forms part of any complete theory of phonological change.
The Generativists were thus correct to introduce the rule system into the discus-
sion of diachronv in phonology, and the Structuralists (and of course the
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Neogrammarians as well) were hampered in their work by their failure to recog-
nize that this element of the linguistic svstems under study must also be accounted
for by theories of change.

By contrast with the preceding cases, @, the phonetic output representation,
does not represent an aspect of the acquired knowledge of the speaker. Once the
speaker has posited a phonemic representation and a system for phonological
computation, it would be redundant to internalize the fully predictable phonetic
representations. Nor does this representation serve as the basis for any learning
— indeed, it cannot do so, since the acquirer has no access to it! Its starus as a
derivable intermediate representation (intermediate between the stored phonemic
form and an actually pronounced output) to which the learner has no access means
that no independent account of the history of such forms is required of the
historical phonologist. Once she or he has posited a set of underlving forms and
a set of phonological rules, the historical phonologist will have completed all
necessary work on the grammar itself."” It was thus a mistake, arising because of
the lack of an articulated theory as to the nature of synchronic phonology, with
its underlying representations and rule systems, that the Neogrammarians con-
sidered phonological history to hold of this level directly.”

The systems of transduction, @ in hgure 6.7, are assumed to be universal in
nature — it does not appear for example that individual learners can influence
the way acoustic waves interact in the physical world (once they’ve been set in
maotion), or learn to manipulate their short-term memory systems in a language-
specific manner, or the like. Since this component of the figure is invariant
across humans, it cannot change, and thus, while it is important for the historical
linguist to understand the range of articulatory/perceptual outputs licensed by
the transduction systems for a given phonetic output form (as we will see
momentarily), the transduction systems themselves lie outside the scope of dia-
chronic linguistic investigation,

The forms which the transduction systems give rise to, for a particular phonetic
representation, represented by @ in figure 6.7, are every bit as epiphenomenal as
the phonetic output forms. Given a sufficiently rich theory of the transduction
systems, a given set of phonological rules and an underlying phonemic representa-
tion, the range of outputs of the transduction process could be fully specified.

¥ One might well counter that, given the phonetic output representations and the

underlying phonemic representations, the rules could also be deduced, and are thus just
as redundant as [ have argued the phonetic forms to be. The problem with this position
is clear, however: if one stores phonetic output representations and does not store phono-
logical rules, there is absolutely no need to store phonemic underlying representations,
and no need to have a phonology ar all. Since there is ample evidence that humans have
phonological systems, I will not further consider the possibility that the rules themselves
arc Epip]‘lr_‘nﬂmcnal.

' As we saw in chapter 4, this does not entail that it was necessarily a mistake to do

reconstruction in the way the Neogrammarians did.
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However, unlike the phonetic representation, the articulatory/perceptual form of
a given string does serve as core data for the acquirer attempting to construct a
grammar and lexicon. It is this status as primary input to acquisition, and thus
as the likely locus for much of the “noise in the channel”™ which makes change
inevitable, that elevates these representations to the status of key components to
the successful construction of a constrained theory of phonological change.

However, while the material in ® is of relevance to the historical linguist’s
task in a way in which the invariant transduction systems themselves (@) are
not, because such ourputs are derivable from a combination of the other ele-
ments which the acquirer must learn (the underlying phonemic representation
and the rule system), together with the effects of the invariant transduction
systems, these articulatory/perceptual output forms cannot change on their own,
with the rule system and underlying representation held constant. Thart is, it
would never be necessary, or appropriate, for the historical linguist to claim
that a given articulatory/perceptual output changed into another articulatory/
perceptual output. What can change is limited to the phonemic representation
(@) and the system of phonological computation (@). Crucially, because all
evidence for the acquirer comes from the articulatory/perceptual output repre-
sentation in @, any change at these grammatical levels will need to find an
explanation at the articulatory/perceptual level.

So let us return for the last time to the question of the coming into being in
Marshallese of rounded velars. We have seen that, in terms of the articulatory
behavior of speakers of Pumc, it is unlikely that the particular velars which show
up as round in Marshallese, all of which once stood before PMc round vowels,
were anything other than round at the Proto-Micronesian stage. How then are
we to account for their change in phonemic status, from mere physiological
roundings of phonemic and phonetic velar stops not specified as either round or
nonround to phonemically round velar stops? Not surprisingly, since the articu-
lation of the segments themselves has probably not changed substantially from
Proto-Micronesian times, the account for this change lies in shifts in the nature
of the phonological context within which the velars were located. To fully under-
stand these, we must turn to a relatively comprehensive account of the history of
Marshallese vowels.

6.3 Phonetics, Phonology, and Sound
Change II: The Marshallese Vowels

In our earlier discussion of Marshallese historical phonology, we essentially
accepted the view of contemporary historical linguistics, and indeed of historical
phonologists since the 1930s, that we should be concerning ourselves predomin-
antly with the phonemes of a language when doing diachronic work. In the
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section just completed, 1 hope to have established that the material which should
serve as the focus of our attention includes, but is not limited to, the phonemic
representation. We must also consider the phonological rule system and the
articulatory/perceptual properties of utterances. That is, the optimal approach
to the question of the history of the Marshallese velars — and anv other issue in
diachronic phonology — is not the Neogrammarian one, which we could represent
as in figure 6.8, nor the structuralist one in higure 6.9,

Nor, hnally, 1s it the generative one, which [ won’t even attempt to graphically
represent here, though a look at figure 6.5 should help the interested reader
to draw his or her own version of a fgure such as those above. Instead, the
explanation for sound change is to be sought in an examination of the relationship
between the input which the acquirer received during the acquisition process —
all input relevant to the acguirer’s task of constructing a set of underlying
representations and a phonological computation system, not just the individual
segment which has “changed” - and the underlying representations and phono-
logical svstems that acquirer constructed.
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This said, we are finally in a position to treat the issue of why it is that, while
by our account above the prosunciation of Mrs /k™/ and /™ has remained con-
stant since PMc times, we nevertheless see “change” in their diachronic develop-
ment. As we have argued above, there is a difference at the phonemic level between
Prmc and Mgs: Proto-Micronesian had proto-velars which were underspecified
along the “roundness™ dimension, whereas Marshallese has contrastive specifica-
tion along that dimension for all of its velars. But, as the previous discussion
has hopefully made clear, it is not possible for one underlying representation to
simply change into another with everything else being held constant: there must
have been some difference in the data set the acquirer who first constructed
phonemic /k™/ was exposed to which licensed this divergent learning outcome,
How do we go about uncovering what this difference might have been?

A useful approach, it seems to me, is to examine the antecedent svstem
(its underlying representations, its phonological rule system, and its articulatory/
perceptual output forms)" with a view toward understanding what kind of pro-
perties in the evidence which could in principle be generated by such a system
might lead to the observed change.' In the present instance, and in many like it,
two basic possibilities seem to suggest themselves.

The first possibility has been outlined in generative terms in a paper by Larry
Hyman (1976). He dubs this process “phonologization™ in that paper, and we
can treat a concrete example which he mentioned as potentially relevant: the
nasalization of vowels before nasals. It is generally assumed that in English there
is a significant degree of nasalization on vowels before nasals, L.e., that speakers
produce something like #sin# for phonemic /sin/. Nasalization in this environment
has been found for humans across the board, i.e., regardless of native language;
however, the nasalization found in English is thought to be even greater than
that which arises for humans generally. Let’s assume this to be correct. It follows
that some part of the English speaker’s nasalization in #sin# is to be directly

' 1 have come to anticipate that manv readers balk at this point at the suggestion

that one could “*examine™ the properties of the articulatory/perceptual output of a recon-
structed language such as Proto-Micronesian. Obviously, I am talking about hypothetical
articulatory/perceptual output, just as we must in any such case talk about bypothetical
phonemic representations of forms in the protolanguage, and bypothetical processes in
the protolanguage’s phonological computation system. The matter is not significantly
different at the other end of the temporal path being dealt with here: we are dealing with
the development of PMc forms into what is our current bypothesis regarding the nature
of Marshallese phonemic representations, phonological computations, and articulatory/
perceptual outpur forms. The nature of our evidence for any of these many hypothetical
entities may be, in any particular case, better or worse, and we may wish ro moderare the
strength of our claims based on our confidence in our hypothesis, as always in science.
'*  Bearing in mind that it may be necessary to posit a string of change events — one is
not typically examining the relationship between grammars separated by only a single

generation of transmission.
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Figure 6.10: Phonetic vowel nasalization before nasals in Eng"sh

attributed to their particular grammar, while some of that nasalization is post-
egrammatical, Le., language-independent. We can sketch this using our familiar
diagram as in hgure 6.10.

In this figure the initial nasalization of the vowel of /sin/ is phonological, and
gives rise to a phonetic representation [sin], while the second nasalization is
postgrammatical, and is responsible for causing the phonetic representation to
be realized as #sin®, which should have an even greater degree of nasalization on
the i.'" If we imagine that the phonological nasalization was an innovation at
some point in the history of English, then there was a time when that nasaliza-
tion was not present, and the derivation of a pronunciation of /fsin/ would have
looked as in (16):

(16) Stage I English: /sin/ — [sin] — #sin#'®

In {16) we see that, English speakers always having been humans, the universal
aspect of vowel nasalization before nasals was of course present at this earlier
stage of the language. However, it did not operate upon an already nasalized
vowel, and thus the articulatory/perceptual outpur form at this time was not as
nasalized as it is in many varieties of English today.

It does not seem particularly dithcult to develop an account as to where the
phonological nasalization in contemporary English might come from. Following
Hyman, we may with a reasonable degree of confidence assume that this nasaliza-
tion represents the phonologization of the postgrammatical nasalization seen in
English at Stage 1. That is, an acquirer has misparsed nasalization triggered by
universal properties of human articulatory implementation as being due rather
to an explicit command to nasalize — acquirers attribute such “explicit commands™
to the phonetic representation (which is, after all, what articulatory schema
normally implement during speech). Thus a low-level, universal aspect of speech
planning and/or production has been elevated to the status of a phonological rule.

e

Once again the IPA fails us.

" Where the nasalization on the articulatory/perceptual output in this case is less than

that in hgure 6.10.
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Up to this point, this scenario will not give us the Marshallese situation with
respect to rounded velars, since they are underlyingly round, whereas in the case
of vowel nasalization before nasals in English, the modification remains phonetic,
rather than phonemic. To get it to be phonemic, we need to leverage the fact
that the universal human nasalization of vowels before nasals serves as a major
cue to the presence of those nasals as segments. Once the nasalization comes to
be inserted by rule, as it has in English, there is more nasalization on the vowel
than could be attributed to the eftects of a following nasal, and the nasalization
thus ceases to be a good cue to the presence of that nasal (since it must be taken,
in any event, as inherent on the vowel itself). It is always possible that in this
situation, the nasals will fail to be accurately or consistently perceived by an
acquirer, leading to the loss of the nasals and the phonemicization of the nasal:oral
contrast on vowels. This, indeed, i1s whar is assumed to have happened in the
history of French, for example. The process whereby the triggering segment is
lost and the contrast originally induced by that trigger comes to be represented
underlyingly, rather than being derived, Hyman calls “phonemicization.”

In the case of velar rounding in Marshallese, the “phonologization™ of the
rounding would work as in (17).

(17)  Stage I: /ku/ — [ku] — #k"u#
Stage II: /ku/ — [k™u] — #k™u#

At Stage | we have a purely implementational rounding, while at Stage II the
round velar 1s an allophone, created by grammatical computation, of the under-
lying velar phoneme. To get to the “phonemicization” stage, we would need for
something to happen to the conditioning factor - in the case, to the rounding
of the following vowel. And of course we already know that something does
happen to the rounding of the vowel = it disappears, at least phonemically, from
the Marshallese reflex of *u. It would thus appear that the rounding of velars in
Marshallese may represent an excellent case of the type of development discussed
by Hyman. Exploring just how this is so allows us to deal with manyv of the
issues we have been discussing, especially the relationship between phonetics,
phonology, and the acquisition process. To understand these martters, we must
consider in some detail the phonetics of the Marshallese vowels, as well as their
realization at the articulatorv/perceptual level.

In articulatory/perceptual terms, the Marshallese vowel system is perhaps even
more strikingly odd than it is phonologically. The “surface™ vowels are given in
(18), which displays the outcome of each of the Marshallese vowel heights in
every possible interconsonantal position.'” The first row represents the realizations

""" Because every Marshallese word begins with a consonant, and every Marshallese word

EI'IC].S- W'i.t]'l a consonant, E.'I.'IIEI. l'h'El'E ATE nao ‘LTGWE]—?EIWEI SCOUENCCs n t]'IE ]EHEUEEE} every

vowel in Marshallese is interconsonantal.
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of the high vowel, which we have been writing with the symbol /V'/; the second
row represents the upper-mid vowel, which we have been writing /V®/; the third
row shows the realizations of the mid vowel, which we have been writing /V*/;
and, finally, the final row depicts the outcomes of the phonemic low vowel, which
we have been writing /V*/. [ have allowed ¢ to represent the class of “light,” or
“palatalized,” consonants, t to represent “heavy,” or “velarized,” consonants,
and k" to represent round consonants. In this table, the “tie™ symbol, as in iu,
represents a smooth transition from one vowel to another, e.g. here, 7 to u,
articulated over the temporal span of a single vowel.

(18) The realization of Mgrs vowels

t_t ™ k™ k* t™ k" ™ ™ kK kY ¢ k* ¢

1 L u 1L iu Ll L il i
I ¥ u 1 IL ¥l Xl Ul U

€ A 0 €A 2o AL AD e 0A
® a D | &D aa an Da i

An example may make this clearer. Choi (1992: 68) presents a graph, sketched
in (19) below, of an F2 trajectory for the Marshallese word /#/'Vp™/ “to return.’
Since t' is a “light” consonant, and p™ is a “heavy” consonant, the lower-mid
vowel /el should be realized as in the fourth column of the table in (18), thar is,
as #t'eap™¥. F2 trajectory reflects movement of the tongue along the front-back
dimension, with high F2 correlating with frontness, low F2 with backness.

(19)  F2 (i.e., backness) tracking of the vowel of Mrs /t'Vp™/ (Choi 1992: 68)
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The graph in (19) shows quite clearly that there is no steady-state position for
the tongue along the backness dimension during the realization of this vowel.
The tongue moves steadily from a front position at time () to a back position at
100 msecs. As Choi (1992) demonstrates, this lack of steady-state position holds
for all of the “tied” vowels above. As we noted earlier, Bender (1968) used his
impressionistic perception of these facts to argue that the most coherent phono-
logical analysis of the Marshallese vowel inventory is one in which the vowels
themselves bear no features along the dimensions front-back and round-unround.
That is, they differ from one another only along the height (or, in my view, height
and ATR) dimensions.*"

Bender’s analvsis anticipates significantly not only Chot’s (1992) acoustic analysis
of Marshallese vowels, but also Pat Keating’s important work on phonetic under-
specification (Keating 1988). Keating argues in detail, with respect to Russian
/x/, that it is necessary to distinguish between phonological underspecification —
the failure to specify an underlying representation, i.e., a particular phoneme, for
some feature — and phonetic underspecification, the latter being the failure of a
particular output phonetic representation to be specihed for some feature value.
The idea is clear enough, conceptually. Imagine that the feature specifications are
transduced into articulatory instructions. We can imagine, then, three possible
behaviors for a segment which finds itself between two other segments specified
with the opposite value for some feature. This is represented in hgure 6.11.

In the leftmost representation in fgure 6.11, the middle segment is specified
positively for the feature [back], just like the segment to its left is. The segment
to its right, by contrast, is specified negatively for that feature. The articulatory/
perceptual transition from the positive valued correlate to the negatively valued one
must be fit into the temporal domain berween the second and the third segments,
and thus shows a relatively steep slope. In the rightmost representation in figure
6.11, the middle segment is specified negatively for the feature [back], as is the

a X i a X i a X i
[+back] [+back] [-back] [+back][@back][-back] [+back] [-back] [-back]
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Figure 6.11: Phonetic specification and phonetic underspecification

* Bender proposes an analysis in which one of the height contrasts might be eliminable,

given sufficiently abstract underlying representations. The particular type of abstractness

involved is no longer widely practiced in phonological circles.
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segment to its right, while the segment to its left bears a positive specification for
that feature. Now the transition must be fit into the space between the first and
the second segment, and must again be relatively rapid (i.e., steep).

It is the central representation in figure 6.11 which will be our focus here.
Keating showed that there were instances when a segment made it all the way
to the phonetic level without receiving (or without underlving possession of) a
value specification for some particular feature. In such a case, the transduc-
tion process simply progresses steadily from the first specified value to the next,
moving with smooth transition through the underspecified segment. In the central
representation above, the medial segment bears no specification for the feature
|back]|, which we have chosen to represent as [@back]. The segment to its left is
prositively specitied for [back], and the segment to its right 1s negatively specihed
for [back]. The gestural score which the transduction process gives rise to in order
to implement this phonetic feature set simply gives no instructions as to backness
for the duration of the [x], allowing the tongue placement in the back dimension
during that remporal window to be a simple function of the specifications on
either side.

The implications of this for our analysis of Marshallese vowels is straight-
torward. We have already noted in our treatment of Marshallese above that
Marshallese vowels are phonemically underspecified on the [back] and [round]
dimensions. The phonetic realization facts introduced in (18) and (19) make it
clear that the best analysis of the Marshallese vowels is that they remain
underspecified along these dimensions at the phonetic level as well. Given the
example of Marshallese /t'Vp™ discussed above, which is relatively simple because
we need concern ourselves only with backness (rather than with both backness
and roundness, which would demand a 3-dimensional figure), we can represent
the effects of Marshallese phonetic underspecification as in fhigure 6.12.

The sloping line in the [V°] portion of figure 6.12 is a schematic representa-
tion of the actual declination of F2 measured by Choi and presented in (19).
Represented in the “three-tier” model - phonemic, phonetic, and articulatory/
perceptual — which we have been developing in this chapter, /t'Vp™/ would look
like igure 6.13.

Let us now represent a case of velar rounding using what we know about
the synchronic phonetic and articulatory/perceptual properties of PMc and of
the Marshallese vowels. Pmc *tokona ‘his walking stick’ develops into MRrs

l.i v e PI.II
|~back] [ back] |+back]

........... - |
‘ I ..-.. I “
| o

Figure 6.12: Phonetic underspecification and realization
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f ti'\f"p"‘f Phonemic level

Phonological computarion

f t"“.«”p'“f Phonetic level
Transduction
hil;_a}]]m'l AP output level

Figure 6.13: The three-tier model

ProTO-MICRONESIAN  PRE-MARSHALLESE MARSHALLESE
“Phonologization™ “*Phonemicization™
/tokona/ /tokon/ VK" Ven™/
Phonological compuranon Phonelogical compuration Phonological computanon
(tokona] [tok¥on"] [tV Ven"]
Transducnion Transduction Transduction
ftok™on"ak ftok” on™i Heok"on™t

Figure 6.14: Velar rounding revisited

JOVEK"Van™/ " We will focus initially on the development of the second syllable
of this word, which involves the velar rounding process. Figure 6.14 presents a
sketch of what we know about this development now.

In this hgure we see that Mrs shows its regular palatalized reflex ot Pmc *t
and, as expected, has lost the final (posttonic, unstressed) vowel of the Pmc word.
In addition, the rounding, which was found in the articulatory/perceptual output
of the PMc form because of the “low-level” rounding of the relevant segments
in the neighborhood of round vowels in that language, has been, at the first,
pre-Marshallese, stage, “phonologized”™ and at the second, Marshallese stage,
“phonemicized.”

I We have not dealt in detail above with the rounding and velarization of Pmc *a in

Marshallese, and it is not necessary to treat it in detail here, either. There is considerable
evidence from Micronesian languages that PMc final *a assimilated to preceding round
vowels (thus becoming PMc *o0) — a development which surely may be implicated in the
Marshallese /n™/ in this word. Given this distinet possibility, I will reconstruct the Pmc
form here with a surface #n™#, which would probably really only be appropriate if we
posited the above-mentioned vowel assimilation.
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It we worry for the moment only about the developments directly relevant to
the history of Marshallese velar rounding, we would posit at the *phonologization™
stage a new rule in the phonology of pre-Marshallese — our Velar Rounding
Rule. This will supply, phonologically, an underlying velar not specified for any
value along the [round] dimension with the feature [+round] if there is a follow-
ing round vowel. Since in this case there is a round vowel following the Pmc *k
of this word, the phonology will apply this new rule to the underlving form for
*his walking stick’ and a phonetic representation with a round velar will result.
Since nothing happens to affect this roundness in the course of transduction, the
form would be expected to be pronounced under normal circumstances with
a medial round velar. The origin of the rule is to be sought in the misanalysis of
what was a low-level, postgrammatical rounding of the velar in the Pmc word
as being due instead to a [+round] feature at the phonetic representation level,
in a manner directly parallel to the discussion of vowel nasalization above.

At the “phonemicization™ stage in fgure 6.14 the roundness found in pre-
Marshallese at the phonetic level, introduced by a rule in the phonological
component, is now present in the phonemic underlying representation. It 1s safe
to assume that the Velar Rounding Rule, introduced at the pre-Marshallese
stage, has now been eliminated from the grammar, since the rounding it brought
about is already present at the phonemic level at this stage. Why and how was
the rule lost? What triggered the shifting of velar rounding from the phonetic to
the phonemic level? In the case of vowel nasalization which we discussed above,
it was loss of the triggering segment (the postvocalic nasal) which led, in French
for example, to the phonemicization of nasality on vowels. But if we examine
how the second syllable of Pmc *tokona was pronounced at the pre-Marshallese
stage, and is pronounced in Marshallese, it is hard to see how we could claim
that the roundness which triggered velar rounding has been lost: the segment
was pronounced as an ¥o# in Pymc, it was pronounced as an #o# in pre-Marshallese,
and it is pronounced as an #o¥% in contemporary Marshallese. But if the round-
ness on vowels which was responsible tfor low-level round realization of under-
lying velars at the Pmc stage is still present in contemporary Marshallese, what
could have triggered the change in phonemic status?

Interestingly, due to the nature of the realization process for underspecified
vowels, any Pmc vowel could, depending on its consonantal environment, come to
be realized in MRs just as it was in Pmc, even though it differs from its Pmc
correlate at both the phonemic and the phonetic level. The second syllable of
*tokona reveals this for *o. I cite examples below for the remaining Pmc vowels,

(20) ‘Preservation’ of vowel quality at the articulatory/perceptual output level
PMc *wuwu ‘wicker fishtrap’ = Mgs /wV'w/ (realized as #wuw#)
Pmc *lima ‘five’ = Mgs /I'V'm'V*-/ (realized as #liimie-#)
PMc *mena ‘thing’ > MRrs /m'Vn'/ (realized as #m'en'¥)
PMc *m"arem™are ‘necklace” > Mrs /m"V r"m"“Vr" (realized
as #m"ar"m"ar"¥)
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Figure 6.15: Phonetic specification and phonetic underspecification

Given this fact, it would appear that changes in the physical properties of vowels,
those properties which serve as the basis for acquisition, are not required in every
instance in order to trigger a reanalysis of the phonological, or even the phonetic,
properties of that vowel. The vowel in the Mrs word for ‘five’ has apparently
always been pronounced #i®, but the reasons why it has been so realized have
shifted over time.

If we seek to understand what kind of evidence is responsible for that shift, we
can direct our attention to the first vowel of the Mrs word for *walking stick,’
depicted in figure 6.14. In this case a shift in realization is observable: Pmc had
btok™% and contemporary Marshallese has #t'eok™%. Part of this change is of
course the development of a palatalized dental stop from an earlier plain dental
stop. Given the fronting of the first part of the original #o, it would appear that
this shift in the articulation of *t is ar least part of the story. For the reanalysis
of the vowel nucleus itself, once the change in *t has taken place, it might be
useful to look again at the nature of phonetic underspecification in such cases.
The change involved would appear to be representable as in figure 6.15.

In this figure, note that before the change of vowel type the left edge of the o
was fronted and unrounded, as part of the natural transition from the t' to the
0. The right side of the o was round and back, of course, because no change along
either of these dimensions was required in order to make a transition between
o and k", These statements also hold of the “after” stage in the figure - the left
edge of ¢o is front and nonround, the right edge back and round. This is thus
vet another case in which low-level transition effects have been reanalyzed
as representationally-driven, which of course necessitates a reassessment of what
representations are involved in the generation of the forms in question. Once
the acquirer misparsed the left-hand side of figure 6.15, taking it to be the right-
hand side, what analytical possibilities were available to him/her?

Note first that although we write the vowel realization in this case as ep, we
must recognize that this does not represent some diphthongal pronunciation of
the sequence.™ In fact, the articulation of the vocalic nucleus in the right-hand

44

== Diphthongs have an on or off glide and a nucleus: in our case we are dealing with a
steady transition.
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side of figure 6.15 is not a representationally possible fully-specified vowel.
There are no human languages with fully specified vowels whose representation
includes continuously changing scalar values along the back and round dimen-
sions. Thus the phonetic realization, post-reanalvsis, of the vowel of the first
syllable of Mrs ‘walking stick” tells the acquirer thar (ar least some) Marshallese
vowels are underspecified. Since an underspecified analysis works just as well for
the second syllable of *walking stick” — even though this vowel is consistent with
a fully specified representation, it 1s also consistent with an underspecihed one -
as well as for the seemingly fully-specified vowels cited in (20), none of these
forms stands in the way of an underspecification analysis of Marshallese vowels.
It is thus by leveraging their analysis of vowels such as those found in the first
syllable of /A#Vk™Vn™ that the acquirer develops a new analysis of what would
appear to us to be diachronically invariant vowels such as that of the second
syllable of that word. This “phonological change” in the absence of “phonetic
change™ 1s not limited to relatively obscure cases such as that of Marshallese
vowels, as | will now try to show.

6.4 Phonological Change without Phonetic Change

An interesting set of changes involving differences in phonemic and/or phonetic
representation in spite of articulatory/perceptual identity can be seen from cer-
tain aspects of the well-known the Great English Vowel Shift. The basic “facts™ of
this case, as found in any standard handbook, 1 sketch in figure 6.16.

Only the long vowels were atfected; the highest long vowels were diphthong-
ized, the other long vowels rose a notch or (eventually) two. Much ink has been
spilled concerning the question of whether we are dealing in this case with a
“push-chain™ mechanism, whereby the low vowels slowly crowded the higher
ones out of the way, or a “*drag-chain™ or “pull” mechanism, whereby the highest
long vowels diphthongized and the lower ones were pulled up to fill the vacuum.
This type of argument from “phonological space,” like arguments from “pattern
congruity™ and the like, were a hallmark of structuralist reasoning in the area of
sound change.

Wells (1982: 185) states that “It is a matter of some dispute among scholars
which was the precipitating factor in the Great Vowel Shift, the raising of the
mid vowels or the diphthongization of the close vowels. Did the raising of the
more open vowels trigger the raising of Jer/ and foi/, which by their raising in
turn pushed /i:/ and /u:/ aside into diphthongization (the ‘push-chain® theory)?
Or did the close vowels diphthongize first and thus facilitate or entail the raising
of the mid vowels (the *drag-chain’ theory)?” Similarly, Strang (1970: 173) notes:
“The principle of keeping distance, which dominates when such a [vowel] move-
ment takes place, might be ser in action in two ways. As we have seen, fai/, for
lack of close neighbours, was free to start drifting, and its movement would set
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it — 2] — aj ‘rime’

el — 1l =1 ‘sweet’

el — el — 1 ‘clean’

al — el — e — e [¢f] ‘name’
aj — € — ej — e |ej] ‘day’

u — aw — aw ‘house’

ol = ul = u ‘moon’

al —» 0l — 0 — 0 [ow] ‘stone’
aw — >w — ow — 0 |[ow] ‘bow’

=] U

Figure 6.16: The Grear English Vowel Shift

off a chain-reaction, which, since the impetus comes from behind, is called a
push-mechanism. Alternatively, we have seen that /12 was liable at any time to
start diphthongising, and whenever it did would create a gap in its old position,
in which, by the principle of distance-keeping, fer/ might be drawn; this kind
of reaction, whose impetus comes from attraction into a gap, is called a pull-
mechanism.” There is, in any event, a general consensus that vowel shifts of this
type are triggered by some functional mechanism, as Kiparsky (1988: 373) put
it: *“It would not be surprising if phonological systems tended to be organized in
such a way as to permit maximum use of the available perceptual space, and if
vowel and consonant shifts were motivated by that end.” Note that any kind
of strict interpretation of the push-chain or drag-chain mechanisms as being in
some sense necessary would block the later fiz/-fer/ (*sweet’:‘clean’) merger, as
well as countless other such changes in other languages. It is not clear to me
how speakers during the Grear English Vowel Shift era are supposed to have
deduced that the raising of /et necessitated the raising of fit/, for example,
while their descendants at the time of the later merger were unable to see this
NEecessity.

It is my opinion that, in fact, neither the push-chain nor the drag-chain
account is likely to be of any value whatsoever in explaining the events of the
Great English Vowel Shift. Figure 6.17 1s taken from Disner (1986), who attempts
to develop a method to study cross-linguistic variation in vowel realization.
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Figure 6.17: Mean values of four selected front vowels of English (underscored) and
Danish. The means are plotted in a formant space and projected onto each of the axes,
with brackets grouping the vowels which are not significantly different along a

particular axis. (From Disner 1986.)

This figure shows comparable pairs of English (underlined) and Danish
vowels, mapped onto the vowel space by charting the first formant value against
the difference berween the second and first formant values as is standard in such
studies. Vowels which are nondistinct, statistically speaking, in a given dimension,
are bracketed along that dimension. As can be seen, English 1 and Danish e are
nondistinct both with regard to height (the x-axis) and backness (the y-axis) -
that is, they have the same place of articulation. This presents a possible approach
to the Great English Vowel Shift: prevowel-shift English may well have had vowel
realizations not unlike Danish. The reality would be, under such an assumption,
that the Great English Vowel Shift involved the assignment of a phonetically
unshifted e to a different underlving representation: the ¢ which used to be the
phonetic realization of an underlying e became instead an e which was the phonetic
realization of an underlying /i/, apparently because it was (after the diphthong-
ization of fiz/), the highest and most front vowel in the language.

Prevowel-shift English: /e1/ realized as [e1]
Postvowel-shitt English: /iz/ realized as [ez]

Since the /ei/ never “went™ anywhere under this analysis, it cannot have “pushed”
the /it/ into a diphthongal realization, nor can it, racing to hll the phonetic
vacuum left by the departing fit/, have pulled the lower vowels up (and indeed,
as the chart indicates, these lower vowels did not move appreciably either).
Note that, given this account, we can explain at least to some degree the
phonetic realization data displayed by Disner and known at least anecdotally for
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some time. Perhaps more importantly, it is incumbent upon us as historical
linguists to give an account of such differences in phonetic realization. A learner
of English must acquire whatever mechanism gives rise to this relatively low
realization for /i/, which means that it must be transmitted from speaker to
speaker, from generation to generation, which means it can, in principle, change,
and it is our job to understand its diachrony, including its origins. Whatever the
representational, or computational, properties of the grammar of “English™-type
speakers it might be that ensures this realization, those properties must have a
historv, and understanding that history is crucial to giving an account of the
diachronic phonology of a given language.

Before moving on, I would like to point out another intriguing aspect of
“phonetic realization rules™ given by the data concerning the Great English Vowel
Shift. As is well known, the mid vowels ¢ and o of Modern English are charac-
terized by a strong diphthongal off glide. As seen in the sketch of the vowel shift
given in hgure 6.17, the modern segments are the result of a merger between
earlier diphthongs and earlier monophthongs. The products of this merger
phonologically are (at least in most analyses of the English vowel system) the
mid vowels ¢ and o, but the normal phonetic realizations of these segments are,
in fact, the original diphthongs. In other words, when the merger took place, the
“marked” member of the merged pair survived phonetically, under the standard
analysis, the phonological system assigned that realization to an underlying
form which matched the less-marked member.

Such events appear to be quite common. To take another example from the
history of English, the normal phonetic realization of /r/ in American English in
word-initial position involves lip rounding and velarization, whereas in coda
position these teatures are absent from /r/ (Lass & Higgs 1984), Thus ‘red’ 1s
pronounced with a retroflexed approximant (which 1 will symbolize as [¢™])
which is both velarized and round. So, too, i1s “wrist.” However, as indicated by
the orthography, the initial /r/ of *wrist’ is the result of the merger in onset
position in the history of English of r- and wr-. The roundedness and velarization
of onset /r/ in English is simply the result of features of the original /w/ of *wrist,’
‘write,’ etc., surviving as part of the representational and computational appara-
tus which gives rise to the realization of modern /r/. Moreover, this realization
not only survived — it was generalized to all onset /r/7s, at least in most American
English dialects. Note that the traditional account of this change, which treats it
as an instance of w-loss before r, misses both what actually happened phonetically
to wr- lexemes like “wrist” and, perhaps more crucially, gives no consideration
whatsoever to the fact that words like ‘red,” which never had a w, changed as
well (by adopting the “round and velarized™ articulation of onset wr from “wrist’-
type examples).

The point of these examples is clear: on the one hand we must recognize the
existence of changes which affect the realization of a segment bur not its under-
lying form (Middle English underlying fe/ > Modern English underlying fe/ -
now realized as [ej]), and on the other, the existence of changes which affect an
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element’s shape in the lexicon, but not its realization (prevowel shift /et/ con-
tinuing to be realized as [e], but now as the phonetic realization of underlying
fif).*? Tt is not hard to see that the failure to attend to the true complexities of
phonological systems and the processes which regulate the realization of their
outputs represents a major barrier to further progress in the study of diachronic
phonology.

6.5 Discussion Questions and Issues

23

Consider the three-way distinction emphasized in this chapter between pho-
nological, phonetic, and (bodily or impressionistic) output representations.
Discuss the techniques which you would use to determine at which level a
particular observed phonemonon finds its origins,

Discuss the Proto-Indo-European *p issue. Data is provided for the word
for ‘five’ in Latin, Armenian, Lithuanian, Sanskrit, and Greek. Using the three-
tier system advocated in this chapter, which distinguishes between the levels
of representation addressed in the previous question, develop an account
which explains which of the Indo-European daughter languages mentioned
appears to have undergone a change from the Proto-Indo-European situation.
Discuss the full set of developments sketched in higure 6.16 with regard to
the issues of alleged “phonological space” (e.g., the “drag-chain™ and “push-
chain™ theories alluded to in the chapter).

Find a sound-change problem vou were exposed to in an introductory (or
mmtroduction to historical linguistics) course and examine it in light of the
three-tier system presented in this chapter. Which of the changes in vour
problem appear to be readily attributable to the kind of “*phonemicization”
account sketched here?

Both cases can be easily overlooked in the types of material normally used by historical

linguists doing, e.g., comparative reconstruction, at great cost to explanatory power.
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7.1 The Neogrammarian Hypothesis

The claim that sound change is a regular process has long been sufhciently
well-linked to the “Neogrammarians™ that it generally goes by the name “The
Neogrammarian Hypothesis.” For the Neogrammarians themselves, the central
claim was simply that “sound change” was systematic (in German, komsequent).
Hermann Paul provides some explication of what this label meant to him and
his fellow Neogrammarians (Paul 1880: 69):

When we speak of systematic effects of sound laws we can only mean that given the
same sound within the same dialect every individual case in which the same phon-
etic conditions are present will be handled the same. Theretore, either wherever
earlier the same sound stood, also in the later stages the same sound is found or,
where a split into different sounds has taken place, then a specific cause — a cause
of a purcly phonetic nature like the effects of surrounding sounds, accent, syllabic
position, etc. — should be provided to account for why in the one case this sound,
in the other, that one, has come into being.’

There are two basic claims regarding sound change in this passage which have
come to characterize Neogrammarianism: sound change is regular and it is purely
phonetically conditioned. Hoenigswald (1978) has argued, | think convincingly,
that these claims are true by definition within the context of the work of
the Neogrammarians. Ancillary hypotheses (e.g., “analogy,” the phrase “within

' “Wenn wir daher von konsequenter Wirkung der Lautgesetze reden, so kann das nur

heissen, dass bel dem Lautwandel innerhalb desselben Dialektes alle emnzelnen Falle, in
denen die gleichen lautlichen Bedingungen vorliegen, gleichmaissig behandelt werden.
Entweder muss also, wo frither einmal der gleiche Laut bestand, auch auf den spiteren
Entwicklungsstufen immer der gleiche Laut bleiben, oder, wo eine Spaltung in verschiedene
Laute eingetreten ist, da muss eine bestimmte Ursache und zwar eine Ursache rein lautlicher
Natur wie Akzent, Silbenstellung, u. dgl. anzugeben sein, warum in dem einen Falle

dieser, in dem anderen jener Laur entstanden ist.”
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the same dialect,” and the concept of “sporadic sound change™®) allow the
Neogrammarians to restrict the use of the term *sound change™ to precisely those
events which are regular and phonetically conditioned. As is always the case in
definitional matters, the Neogrammarians cannot then be “wrong” in their assertions
about the regularity of sound change. The way their definitions divide up the
phenomena could be such that they enhance, or such that they impede, our
understanding of the world, but there is no fact of the matter in such a case.

For a modern linguist, who has a very different understanding of the nature
of the object of linguistic study (“the grammar™ as an aspect of an individual
mind/brain, for example), the question naturally arises of whether or not the
terminological categories established by the Neogrammarians can be given a
more substantive foundation = that is, whether the distinction between “sound
change™ and “sporadic sound change,” for example, can be made to follow in
some sensible manner from our current conception of the human linguistic
endowment and the nature of language change itself. T believe that the
Neogrammarians were correct in distinguishing between two fundamentally
different types of event which can occur in the course of the transmission of
linguistic knowledge. As to the question of whether or not sound change is
“purely phonetically conditioned,” we will see that developing an answer to this
question involves a number of additional definitional martters which I will also
try to address in what follows.

In general, modern literature on the Neogrammarian doctrine assumes that its
two central propositions — that sound change is regular and that it is purely
phonetically conditioned — are independent. The propositions are thus usually
evaluated in a manner consistent with that assumption. It has been claimed by
numerous modern authors that both propositions are false (see, e.g., Kiparsky
(1995) with literature).

It is not without interest to attempt to understand why the two proposals are
linked by the Neogrammarians themselves. I believe that the Neogrammarian
Hypothesis represents not two independent conjoined claims about the nature
of sound change, but rather two necessarily related components of a single
conception of the phenomenon. I will demonstrate this first by showing that a
standard interpretation of the meaning of “regular™ appears to be, on its own,
relatively uninteresting. However, when put together with the issues surround-
ing the proper characterization of the emviromment in which a change takes
place — ie., its conditioning — the issues become much more intriguing. While

* Defined by Paul {1880: 64) in the following terms: It is not in this case a question
of the changing of the elements out of which speech is constructed by shifting, but rather
of a substitution of these elements in certain individual cases.” [*Es handelt sich hierbei
nicht um eine Verinderung der Elemente, aus denen sich die Rede zusammensetzt, durch
Unterschiebung, sondern nur um eine Vertauschung dieser Elemente in bestimmten

einzelnen Fillen.™)
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the Neogrammarians cannot, given the state of their understanding of the nature
of grammars, have had precisely the system I propose in mind, it seems thart
the fundamental success of methods which are directly dependent upon Neo-
grammarian notions, such as the comparative method, indicate that their pre-
theoretical phenomenological insight in this domain was quite advanced.’
Turning first to the “regularity™ issue, it would appear that the standard
interpretation of this term in historical linguistics is relatively straightforward.
Given a change of the type X — Y [ Z, the change is regular itf for every X in
environment Z in G,, we find Y in G,.” It seems clear that “sound change” (and
indeed, any change) will be “regular™ under this conception of what precisely
“regularity” is. A change will be a maximally general statement of a difference
between G, and G, (refer back to figure 3.1, p. 28 above). If a claimed change
(X —= Y / Z) is a true assertion abourt the relationship berween G, and G,, then
the conditions for the application of the term “regular” will be met. While this
appears at first to make “regularity™ a resoundingly uninteresting issue, I will
attempt to show in what follows that it nevertheless allows one to focus the dis-
cussion on a set of precise issues which give these concepts valuable content.
Let us examine a typical case of what has traditionally been called “sporadic”
sound change (generally felt to be nonregular - ie., outside the domain of
Neogrammarian “sound laws”): Proto-Polynesian *lango shows up as negaro
in Maori.” The expected outcome, given the regular change of PPN [ to Maori 7,
is rango — the attested form shows an irregular metathesis.” This “change™ took
place on at least one occasion in the speech of someone from whom, for socio-
linguistic reasons, it diffused.” An accurate statement of that change at the moment
of innovation will require that the environment, Z, be lexical, rather than
phonological - i.e., this was a change in the phonological representation of an
individual lexical item, not in the phonological system of Maori.? Since, if the
statement of the change is to be accurate, the environment must fully spell-out

* The methodological problem of accounting for the stunning success of the compara-

tive method — which depends crucially on Neogrammarian assumptions — is generally
neglected by those who reject the Neogrammarian Hypothesis of regularity.

* 1 leave to one side here the possible interaction of this change with other change
events. In general, in the conception of change given here (a relationship between an
input source and the grammar resulting from an acquirer being exposed to that source}
such complications will be minimized.

' 1 follow standard Oceanic practice in representing the velar nasal with the ortho-
graphic sequence <ngs.

“ Compare PPN *langi ‘sky” > Maori rangi, with unmetathesized */ and *ng.

7 Note that the change may have taken place any arbitrary number of times - it is the
chance coming together of an innovation in the grammar of a particular individual who
happens to occupy the right kind of sociolinguistic nexus which leads to its presence in
the historical record of Maori.

" Compare Paul’s characterization of “sporadic sound change™ cited above.
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the lexical item in which the change took place, the change will be regular
within its domain (in this case, a single lexical item).

We see, theretore, that the enviromnment is crucially involved in any discussion
of “regularity.” If the term “regular sound change” is to have any useful mean-
ing, we cannot use it to refer to anv change which is regular in its stated
environment (for, if the environment is stated correctly, this will always be the
case). On the other hand, we cannot require of a change that it have no condi-
tioning environment if it is to be counted as “regular” - this would exclude
many cases which are clearly regular in the required sense (e.g., intervocalic
lenition, final consonant loss, etc.). One coherent way to limit the term “sound
change™ is thus by requiring that the environment in which the change rakes
place be specihed in phonological, rather than lexical terms. This was, in some
wavs, the tack taken by the Neogrammarians, and it seems a useful one.

Neogrammarian theory was thus never intended to account for changes in
the phonological representations associated with individual lexical items. Such
“lexical™ changes are rather numerous — e.g., my grandmother’s word for what
I call a *couch’ was *davenport.” The coming into being of the difference between
her lexical item and mine 1s not a change anyone would want to call a “sound
change,” clearly, even though the phonological representation associated with a
given semantic entity has changed. If we restrict “sound change,” as we, in my
view, must if we are to exclude /devnport! = lkawdél, to instances in which the
environment is to be stated in phonological, rather than (e.g.) lexical terms, it is
clear that sound change will be regular in the required sense.”

It thus appears that fundamentally distinct types of misanalysis are involved
in the two cases. It would not be helpful to the enterprise of historical linguistics
if this difference were to be ignored. To call the contrast between “(regular)

* It is worth pointing out that even under a rather different, perhaps more sophisticated,

view of what should count as “sound change™ it may still be most useful, methodolo-
gically, to keep sharply distinct *regular™ and *sporadic™ events. One could argue that
rather than using the environment to classify a change as “lexical” or “phonological,”
one might want to ask just which aspects of the output of G, formed the basis for the
misanalysis by the acquirer. Under this conception, the ngaro case will have a very
different status from the ‘couch’ case. In the former, it seems likely that the misparse
which gave rise to the mertathesis was phonetic in narure, while in the larter, this seems
most unlikely. But even under this conception, there is clearly a difference berween the
misanalysis of PPN *lango and that involved in a “regular™ sound change such as *p" = ¢.
In the *lango case the misparse was idiosyneratic — it did not lead the acquirer to treat all
subsequent instances in his/her input data of [. .. ne as ne ... L. By contrast, in the case
of the misparse of *p” as &, an acoustic “chunk™ involving labiality and continuancy was
treated as representing a single target segment with simultaneous realization of these
features (whereas in the acquirer’s source it had been generated as a single “contour”
segment with sequential realization of these features). This particular parse of that acous-
tic “chunk™ was then applied to all subsequent input data of the relevant shape — hence

the “regularity”™ of the change.
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sound change™ and lexical changes of the type we have discussed above “merely
definitional™ entails that there is no crucial distinction in the underlying dvnamic
which gives rise to the two types of change event. To the extent that there is a
fundamental difference in these mechanisms the “regularity of sound change™ ceases
to be a purely terminological marter.

Interesting questions arise at this point. On superficial consideration, the
Neogrammarian Hypothesis appears to be true by definition. On a more complex
reading, it appears to be a valid way of approaching issues in sound change.
Why, then, is the hypothesis so widely opposed by so many historical linguists,
especially theoretically oriented ones? What are their concerns and how do those
concerns relate to the issues raised in this book? To explore these questions, we
turn to a consideration of the extensive critical discussion of the Neogrammarian
Hypothesis by Paul Kiparsky, especially Kiparsky (19935).

The first part of Kiparsky's paper proposes a type of phonological change not
previously described in the literature. The basic idea is relatively straightforward.
Taking English nasals as our example, it is clear that they are all voiced ([+voice] ).
This means of course that given the information that a segment is [+nasal],
voicing is predictable (much as the plural /keaets/ is predictable from the existence
of a nominal stem /kat/ with no override of the default plural). The general
principle that redundant (i.e., predictable) information should not be stored in
the lexicon (since it is derivable) can thus be invoked to deduce that nasals do
not have a [+voice] specihcation in underlying representation. On the other
hand, they clearly should not be marked [—voice], either. It thus follows that
they carry no value for the feature [voice], ie., they are underspecified with
respect to voicing, much as Marshallese vowels are underspecified along the
dimensions of |back| and [round].

A problem arises, however, in the course of a derivation in which, e.g., stops
assimilate in voicing to following consonants. In general, nasals will trigger
voicing of voiceless stops in such an instance, but how can they, if the nasals
need not bear the relevant [+voice] feature? Such redundant, predictable values
must be *filled in™ before the relevant rule applies, it seems. If this analysis is
correct, there must be a process within the phonological component which fills
in default values for underspecified segments."” That is, there are rules in phono-
logy which provide default structure at some point in the derivation for segments
which lack (but require by the time of phonetic realization) values for the
features in gquestion.

One of the central wavs in which underspecification can be exploited is as
follows. Imagine a situation in which the bulk of the lexicon of some language
shows regular penultimate stress. Suppose further that there are a handful of

" T oversimplify somewhat for exposition purposes here. There may, in fact, be default-

value fll-in rules apph'ing at different levels of the phnnn]ngica] representation — 1.e.,
there may be a series of such rules within the phonological component, rather than a

single battery of them.
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lexical exceptions to this generalization. Underspecification would license an
analysis in which the stresses of the lexical exceptions are specified in the lexicon,
whereas the (predictable) penultimate stresses are assigned by default (i.e., when
there is no lexical override)."'

As Kiparsky eloquently points out, this gives rise to a potential mechanism of
change familiar from many cases of “regularizing” morphological change. Fail-
ure to acquire *exceptional”™ underlying specification will license the application ot
the detault rules to the lexeme in gquestion, giving rise to “regularization.” The
difference in this case is, however, that we are not speaking of *morphological”
regularization, but rather of phonological regularization. The distinction will be
critical, as the discussion below will show.

Kiparsky cites two examples of what we might call “phonological regulariza-
tion.” The first concerns the shortening of English fu:/. As Kiparskv points out,
this shortening was regular (in the Neogrammarian sense) in the environment
|-anterior]  [-anterior, —coronal].” The environment for the change was
“extended” (in Kiparsky’s terms) “by relaxing its context both on the left and
on the right™ (1995: 643). In lexical items which show the "extended environ-
ment,” the shortening took place in a lexically idiosynecratic manner. Thus when
the environment was only  [—anterior, —coronal|, we find shortening in cases
such as took, book, nook, etc. We fnd length in bazooka. And the outcome
is “variable” in the case of smook, smooker, boogie, Sook, gadzooks, spook.”
When the environment was “extended” to [-anterior] , we find shortening in
good, could, should, hood *covering,” hoodwink, length in broad, shoot, hoot,
behoove, scoop, coon, coof, roost, groove, . .., and “variation” in roof, rooster,
hoodlum, cooper, hoof, room, root, hood ‘ruffian,” coop, proof.

"' The assignment of stress normally demands that one also determine syllabification

and potentially moraic structure. These also need to be prespecified in the “exceptional”
cases, but determined by rule in the default cases. As pointed out by Inkelas (1994), this
is somewhar awkward for underspecification theory, since syllabic and moraic strucrure
may be perfectly well-formed according to the default rules for building such structure,
but nevertheless would have to be prespecified in such cases.

12

Examp]cs cited by Kiparsk}f include cook, book, shook, rook, brook, crook, hookah.
" Note that from this and other claims of his paper, Kiparsky is working with tradi-
tional notions of *language™ (E-language) and “change.” The outcome is variable only
from the point of view of “the English language™ (my dialect, e.g., has short # in snook
and snooker, u: in gadzooks and spook, and lacks the other example lexemes altogether
— it shows no “variation™). In a chart (21.1, 1993: 643, he claims that Neogrammarian
sound change is “rapid™ while lexical analogy and lexical diffusion are “slow™ — positing
extended temporal dimension for change events better conceived of, in my view, as a
sequence of discrete and independently motivated events., This, once again, is only con-
sistent with an “E-language™ notion of the object of diachronic linguistic study. It is
difficult to determine whether many of Kiparsky's data analyses and claims about
Neogrammarian sound change can be made sensible under more standard generativist

assumptions about the object of study in linguistics.
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The second example discussed by Kiparsky is the well-known instance of @
tensing, which in the “core™ case took place before tautosyllabic f, s, 6, », and
m. We simplify Kiparsky’s presentation, which is guite detailed, and discuss
onlv the Philadelphia case, in which the rule shows, in addition to the “core”
environments above, an extension to the environment before d and [ (as well as
occurring before the segments given in the “core” environment) and a relaxation
of the tautosyllabicity requirement. Since the [+tense] feature of tense @ (which
Kiparsky sometimes writes /A/) i1s “predictable™ in core environments, one can
assume that @ is underlyingly unspecified for tense and is assigned the feature
[+tense] by a “structure-building™ process such as the one outlined above which
assigns default values to underspecified segments. The rare exceptions in core
environments (Kiparsky lists alas and wrath) will have an @ which is exceprion-
ally marked [-tense] in the lexicon, thus preventing the structure-building rule
from assigning it the default (for this environment) [+tense| specification. Labov
has shown that @ tensing in Philadelphia is being extended beyond its core
environment in the two ways mentioned above. First, some @'s which meet the
conditioning environment as far as the following segment are concerned, but in
which the consonant in question is »#of tautosyllabic with the @ in question,
show the tensing anyway (planet, damage, manage, flannel). Second, the con-
sonantal environment for the tensing is being extended to include cases of @
betore [ and d (e.g., mad, pal). Kiparsky makes three important points about the
“extension” of the tensing rule: (1) “the environments into which tense A is
being extended are not arbitrary phonologically™; (2) “there are no reported
caes of lax @ being extended into words which have regular tense A”; and (3)
“[@] changes not into any old vowel, but precisely to [A].”

Kiparsky's analysis of the “extension” ot @ tensing runs as follows (1995: 651)

The old tensing rule, applicable before a class of tautosyllabic consonants, is
generalized by some speakers to apply before certain additional consonants and the
tautosyllabicity condition is dropped . . . But being structure-building (feature-filling),
the rule applies only to vowels underspecified for the feature of tenseness, and
speakers with the generalized rule can still get lax @ in the new contexts by

specifving the vowels in question as la[x] in their lexical representations.

Why might the rule be extended in this way? In Kiparsky's view (1995: 644), ana-
logical change, of which this is an example, is “an optimization process which eli-
minates idiosyncraticcomplexity from the svstem™ =it is “grammar simplification,”

I have some difficulty seeing either of the cases discussed above as involving
“optimization™ or “simplification” in any meaningful sense. In the case of the
shortening of fu:/, is it really (compurtationally) more optimal or simpler to
change a system which requires an exceptionless “structure-building™ rule which
“shortens™ /u:/ in a well-defined environment ([-anterior]  |-anterior, coronal])
to one which requires a rule of /u:/ shortening, for example in the environ-
ment [—anterior]  but requires memorization of a list of lexical exceptions?
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this latter sense, which seems to me virtually inconceivable, would the claims
of Kiparsky {and others before him) that anv model which licensed sound change
without regard for the resulting phonological system could produce, through
normal diachronic processes, phonological systems which are not within the
computational capabilities of the human organism - i.e., phonological systems
which violate fundamental principles of UG - be true. Since this cannot happen,
by definition, sound change must be constrained in its effects such thar the
resultant system is a possible human phonological system — it cannot therefore
proceed “blindly™ in the latter sense — a sense which, as far as I can see, has
never been given to the term in Neogrammarian work.

It would seem to follow from this (and such reasoning is not uncommon,
though usually less explicitly formulated) that for a given change A > B, the set
of grammars which contain feature A {and thus could conceivably show the A =
B change), Gy, Gy Gy - .. will fall into two classes. Labeling the grammars
which would result from the occurrence of A= B in G, Gy, Gus, ... by means
of Gy, Gpay Gpay ..., we can assume that some G will be possible human
languages, and some will not (given principles of UG). Thus tor some G, A>B
is a possible change, while for other G, it is not. The G, for which A > B is a
possible change must share some set of structural features (such that substitu-
tion of B for A results in a possible human language), these will of course be the
structural preconditions for the change A > B.

It is important to be clear, given the claims of the relevant section of Kiparsky's
paper (to be discussed below), that we are talking of “possible™ and *impossible”
change events for a given G,, not “likelv” or “unlikely” change events. It is
possible that there are structural features which favor a particular change (mak-
ing it more trivial) or disfavor a particular change (making it less trivial), bur
these have nothing to do with the principles of UG, which only require of a
given change that the result of its taking place in a given grammar will give rise
to a possible human linguistic system.'”

There is, however, a serious problem with the line of reasoning concerning
structure dependence outlined above. It assumes, crucially, that the grammar
changes “one rule at a time.” There is, however, nothing in the model of grammar
transmission which requires, or even favors, such a conception of change. The
possibility of multiple simultaneous changes between grammars during the trans-
mission process makes the argument considerably more complex, since for any
given G, for which a simple change of A > B would result in an “impossible”
grammar Gy, a simultaneous change of the type C > D could render the result-
ing grammar (G, , changes A > B, C > D, resulting in Gy ) fully licit, in UG
terms. Therefore the conclusion reached above, that for some G, a change of the
type A = B is an “impossible™ diachronic event will hold only if A = B is the only

" The structural prccnnditinns which “favor™ a given changr: are those features respons-

ible for the ambiguity in the output along the change dimension which licenses reanalvsis

by the acquirer.
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change under discussion. But since grammar transmission is never constrained in
this way (“one change at a time”), no change, even one for which the result of
applving A > B (as the only change) to the set of G, would invariably result in
an impossible human linguistic system (i.e., for which all G, are ruled out by
UG), can be considered an *impossible” change on structural grounds alone
(although it may, of course, represent an impossible acoustic misparsing).

The result is that there is in fact no structure-dependence of the type argued
for above: no structural feature {or set of features) of the input sources directly
precludes a given change event. The onlv constraints of this type would have to
be much more complex than the literature normally assumes. For example, it
it were the case in the scenario sketched above involving the changes A = B and
(¢ = D that all changes of the type C = D (ie., all changes which would make
the result of the application of A = B to G, lead to an acceptable result for UG)
were excluded in their own right, which itself involves proving that all changes
which could make the C > D-type changes possible are also excluded {and all
changes which would make the changes which would make changes of the C >
D-type possible are excluded, etc., leading to a potentially infinite line of argu-
mentation), then and only then could we exclude A = B as a possible diachronic
event. The prospects for constructing actual arguments which would support a
claim that a given change event can be excluded as impossible for a given input
grammar (or set of input grammars which share some structural feature) are thus
rather bleak, in my view.™

This result is, in fact, hardly surprising. If the core context for change is re-
analysis during the acquisition period, there can hardly be structure-dependence
of the type usually advocated. The structure is not given, it does not exist for the
acquirer, it is, in fact, what is being constructed. Only the output of the acquirer’s
source(s) is given. Any analysis which is consistent with this output (and of course
with the principles of UG) is possible. The constraints on change will therefore
be a combination of the set of possible (misjanalyses of the input data (much of
which is presumably ambiguous - i.e., consistent with more than one grammar)
and the global constraint that holds that the result of opting for various choices
made possible by these ambiguities be consistent with UG, That is, the set of
possible analyses of the data will generate a set of *possible” changes: A > B,
A=C,C=D,E=F,etc., and the principles of UG will demand that the grammar
constructed show a subset (potentially null) of those changes which result in a
grammar which is consistent with the principles of UG. The constraints provided
bv UG are univeral, of course, and thus can show no dependence on the structure
of the input sources. The candidate set (before the constraints of UG) of *possible”
changes is constrained only by possible misanalyses of the input strings provided
to the acquirer: some of these misanalyses probably follow from nonlinguistic

' The placr: to seck constraints on pnssib]c changc events 1s not, therefore, in the

underlying structure of the input sources, but rather in the set of possible misparsings of

the ourput generated by the grammar being acquired.
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aspects of the human perceptual system, others from more directly linguistic
concerns, but thev are not of the type that the possible B’s posited for a given A
in the input sources is constrained by the structural features of the grammar
containing A — they cannot be, the child does not know what the structural
features of the grammar containing A are.”’ It is precisely those features which
the grammar, once constructed, is a formulated hypothesis about,

What are Kiparsky's arguments in favor of the structure-dependent nature
of sound change? There is not much data-oriented argumentation in this section
of Kiparsky’s paper — the arguments are more conceptual. The first offered can
be seen in the following quotation (1995: 654):

Jakobson was in fact able to cite fairly convincing long-term tendencies in the
phonological evolution of Slavic, involving the establishment of proto-Slavic CV
syllable structure by a variety of processes (degemination, cluster simplification,
metathesis, prothesis of consonants, coalescence of C + y, coalescence of 'V +
nasal) ... Since it is human to read patterns into random events, it would be
prudent to look at such arguments with a measure of suspicion. But the number
and diversity of phonological processes collaborating to one end do make Jakobson's

Casg FEI'SL'I.EI.Ei'I-"E.

Such “long-term™ conspiracies, spanning hundreds of vears in the case of Slavic,
are frequently cited in the literature. They clearly argue against the “blind”
operation of sound change, a thesis which we have no desire to defend in any
event, if they exist. The question of course is how can they exist? How can a
language which does not have a restriction against closed syllables (as pre-proto-
Slavic did not) acguire a compulsion to develop one, a compulsion which achieves
its desired goals only hundreds of yvears later? Kiparsky acknowledges that this
“mysterious mechanism of orthogenesis™ itself has no explanation (1995: 655).
Indeed, “has no explanation™ is rather weak in its criticism of such a hypothesis.
Where would such a conspiracy reside and how would it exercise its influence
on grammar construction over such a long span of time? Why would a “language”
(if we even wanted to admir the relevance of such a concept into our considera-
tions) conspire for generations to attain the point where it has only open syllables,
only to surrender this feature shortly thereafter?

Kiparsky's own attempts to resolve this difficulty cannot, [ think, be deemed
successful. His proposal can be seen in the following quote (1995: 655):

“!' One could acknowledge an indirect connection, in as much as the structural features

(including of course the inpurt representations) of the source grammar partially determine
the outpur of thar grammar. Bur it hardly seems worthwhile to pursue this indirect con-
nection, when an explicit theory of the connection between misanalysis and all aspects
of the acoustic output {not just those aspects of it conditioned by structural features of the
grammar) will be required in any event. Surely the constraints should build around this

more direct relationship.
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Traditionally, the acquisition of phonology was thought of simply as a process of
organizing the primary data of the ambient language according to some general set
of principles {for example, in the case of the structuralists, by segmenting it and
grouping the segments into classes by contrast and complementation, and in the
case of generative grammar, by projecting the optimal grammar consistent with
it on the basis of Universal Grammar). On our view, the learner in addition
selectively intervenes in the data, favoring those variants which best conform to the
language’s system. Variants which contravene language-specific structural principles
will be hard to learn, and so will have less of a chance of being incorporated into

the system.

Note first that this is an inherently conservative principle — it favors minimal
change. It can hardly explain, and indeed directly counterpredicts, the “long-
term tendencies” posited by Jakobson for Slavic. Since Slavic did not have a
constraint against closed svllables when Jakobson’s “conspiracy”™ began (indeed,
it did not have such a constraint until Jakobson's conspiracy was completed),
Kiparsky’s proposal would predict that changes which favored a restriction to
CV-syllable types (i.e., that disfavored coda-consonants) would be selected against
by the acquirer, rather than favored (since a restriction against coda-consonants
would “contravene language-specific structural principles™).

Moreover, the proposal demands that the acquirer, during the acquisition
process, have access to “language-specihc structural principles,” though these
are presumably available only after the specific language in question has been
acquired. This conceprual difficulty also undermines, in our view, Kiparsky’s
“priming effect™ proposal (1995: 6356):

Redundant features are likely to be phonologized if the language’s phonological
representations have a class node to host them.

(Once again, one of the key challenges to the acquirer is precisely to determine which
class nodes need to be present in the language’s phonological representations.
Changes such as “phonologization™ are not dependent upon existing representa-
tions (which the child cannot directly access), but rather represent solutions to
that challenge which differ from those opted tor by previous generations,

The data cited in support of this principle is replete with empirical difficulties.
The first argument provided by Kiparsky concerns tonogenesis (1995: 656): “The
merger of voiced and voiceless consonants normally leaves a tonefregister dis-
tinction only in languages which already possess a tone system™ [ltalics in
original — MRrH]. Though I do not know of a large number of instances of
tonogenesis in nontonal languages which are not in contact with tonal languages,
such cases clearly exist, The Huon Gulf and New Caledonian cases come to
mind, as does, arguably, Scandinavian — see Ross (1993) and Rivierre (1993).

rirl

Kiparsky goes on to acknowledge that areal effects can trigger tonogenesis in nontonal

languages.
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The next case mentioned concerns compensatory lengthening: “DeChene and
Anderson (1979) find that loss of a consonant only causes compensatory vowel
lengthening when there is a preexisting length contrast in the language.” Kiparsky
himself notes the exception provided by Occitan to this claim (in his foot-
note 16).%°

Finallv, the third piece of empirical support offered by Kiparskv concerns the
eenesis of geminates: “total assimilation of consonant clusters resulting in gemi-
nates seems to happen primarily {perhaps only?) in languages that already have
geminates (Finnish, Ancient Greek, Latin, Italian). Languages with no pre-existing
geminates prefer to simplify clusters by just dropping one of the consonants
(English, German, French, Modern Greek).” Ancient Greek and Latin, in any event,
frequently “simplify clusters by just dropping one of the consonants™ (rather
than all clusters giving rise to geminates).

Of course none of these empirical difficulties is of much significance, given
how the “priming effect™ is stated: it is not a claim about the possibility of certain
changes {and thus can play no role in the development of a theory of constraints
on diachronic phonological events), but merely about the *likelihood™ of certain
changes (and thus could be useful in deriving a triviality index for a given change
in a given language). Since all of the changes involved are optional (Le., they
need not take place) and since the same changes may take place in languages
which lack the necessary “priming effect™ (they are just, if Kiparsky is right,
“less likely™), one would not want to label such changes “structure-dependent”
(which implies that they have structural preconditions to their occurrence and
will be triggered under these structural conditions).

The brief section of Kiparsky’s paper on “naturalness™ is, in my view, marred
by a lack of clear distinction between constraints on synchronic phonological
processes and constraints on diachronic events. There is no a priori reason to
believe that synchronic phonological systems and diachronic events are constrained
by principles which are at all the same. Indeed, there 1s a very real danger that
many constraints proposed on svnchronic phonological systems (proposed because
there are no known exceptions in the languages we have studied so far) are in
fact not synchronic constraints at all. Consideration of how each of these types
of constraints — synchronic and diachronic - should be deduced reveals little
connection between the two: synchronic constraints should ultimately reflect the

** Observe that many of the languages which have a preexisting length contrast and show

compensatory lengthening for the simplification of some ¢lusters, do not show compensa-
tory lengthening for the simplification of others, thus lessening the force of Kiparsky's
use of “are likely to be phonologized™ in the statement of the priming effect. Indeed, as
DeChene and Anderson (1979) already argued, the nature and syllabic structure position
l.'.I"I'- t]'lf_‘ Iﬂﬁt !-ir:gml:nl' arc very rE'I'I:Tﬂ.'I'It T \\’hcthfr cnmp-r_'ns:-ll'nr}’ |i:ngl'|'|l:ning OCCUTS, }'-Et
these are matters quite unrelated to the question of whether the language’s phonological

representations have a class node to host certain “redundant™ features.
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real-time computational capabilities in the area of phonology of the human
organism. They follow from the “phonological” portion of UG. Diachronic
constraints, on the other hand, should result from a theory of possible misanalyses
of input data. The relationship between the two is hierarchical: the phonological
part of UG constrains possible diachronic events in thar no acquirer can subject
his or her input data to an analysis which results in an impossible (given the
constraints of UG) phonological system, because the human organism is not
capable of constructing such systems. Diachronic events on the other hand have
no etfect on UG, given the uniformitarianism hypothesis (i.e., assuming that at
the time depths within which historical linguists normally operate there have been
no “evolutionary” changes in UG), However — and here’s the rub - diachronic
events provide us with the bulk of our evidence for “possible” phonological rules:
the morphophonemic alternations which form the backbone of phonological rule
systems are the result of diachronic events. It is entirely possible, in my view,
that the set of possible phonological processes is a superset of the set of possible
diachronic misanalyses, in which case no cross-linguistic survev of phonological
processes — which is necessarily restricted to those processes which have resulted
from diachronic misanalyses — will reveal the actual computational capabilities
(in the phonological domain) of the species.

This impacts Kiparsky’s argument in the following way: if some of the pro-
posed constraints on phonological systems are in fact not constraints on the
organism (i.e., deducible from UG), but rather constraints on diachronic events
incorrectly analyzed as constraints on phonological systems, then the “structure-
dependence” of diachronic events which Kiparsky attributes to “natural” phono-
logical processes is a mirage. The structures upon which the diachronic events
appear to depend are mere synchronic statements of constraints upon possible
diachronic events. Indeed, it appears that the diachronic filter, which, as simple
laboratory experimentation on the confusion matrices generated by perceptual
testing reveals, favors some misanalyses over others (rather than absolutely pre-
cluding disfavored misparsings), is the reason why most claims about *naturalness”
and “markedness™ are statistical, rather than absolute claims.”

The stunning success of methods in historical linguistics which depend upon
there being a phenomenon of *regular sound change” reveals that the proposals
of the Neogrammarians must contain some essentially valid content, in my view.
We have seen that many of the criticisms of the Neogrammarian Hypothesis
appear to miss their mark - but how exactly do we get there to be “regular” sound
change? Why aren’t all misanalyses in the course of grammar transmission
restricted to the misanalysis of individual lexical items?

I have proposed that misanalvsis of the target articulation can be of two basic
tvpes: it can be morpheme specific (in which case it mayv lead to a direct restruc-
turing of the underlying representation) — such changes will be of necessity

14

The work of John Ohala is partcularly instructive in this regard. See Ohala (1981),
(1982), and the references therein for further discussion.
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“sporadic,” applying as they do just to the misparsed morpheme(s); or, it may
be a general, across-the-board misanalysis (in which case, of course, it will affect
all realizations of the segment in question). It is easy enough to see how the
former type of change could take place: one need only misparse a realization of
a given morpheme (because of failure to properly undo transition effects, failure
to realize that a production error has been made, or a variety of other factors).
That such misparsing is not always “corrected” in the light of subsequent input
1s clear enough trom the existence of “sporadic” changes of this type — though it
should be equally clear that the vast majority of such misparsings are in fact
later corrected by the acquirer his/herself based on further tokens of the mor-
pheme in guestion. But how is “across-the-board™ misparsing possible? Thart
is, having established that there is very compelling reason to believe that the
Neogrammarians were correct in positing such a thing as “regular” sound change,
we must still confront the question of how it could be possible under normal
Acquisition circumstances.

It is common to attribute such changes to the acquirer’s “mishearing” the
target segment of his or her input source, an idea which has been developed (in
more sophisticated ways than this summary indicates) by John Ohala in numer-
ous works (e.g., 1981).”" For example, Ohala {1981) treats a case of the fronting
of back vowels in the environment of coronals (using Tibetan data like that in
table 4.1, p. 63 above) in the following manner. All back vowels are somewhat
fronted phonetically in the environment of (let’s say a following) coronal because
the front part of the tongue must move, during the articulation of the vowel,
towards the alveolar (or dental) region - ie., front — in order to make the
relevant stop (or fricative) closure. Ohala argues that listeners “know™ about
this {and other) “transition effects”™ and readily “undo” the fronting in this
context, thus correctly hearing a back vowel in spite of the fronting. In a process
which is familiar from many structurally similar cases (e.g., umlaut), if the fol-
lowing coronal is “lost™ (as a result of its being “weakly articulated” or other-
wise obscured in some way which is left a little vague), the acquirer who is to
lose the coronal will still hear the fronting (because, after all, the coronal is there
in the speech of his or her sources, by definition), but will no longer be able to
attribute it to the following coronal {(which went unperceived), and will thus
posit a front (rounded) vowel. This accounts for changes (in Tibetan, for ex-
ample) of the type /lot/ = /16/. This analysis appears reasonable. Changes of this
type, where the “triggering” segment tor a change is lost at the same moment as

¥ Ohala peinted out quite nicely that this is not the only mechanism. He argues that

“dissimilatory”™ sound change is frequently due to the hearer’s correctly noting some
acoustic feature present in a given segment, but mistakenly attributing the cause of the
PTCEEI'IE'I: I.':I:F [I']El.t :I:CEI.I'IJTE T IrnFn-l:':l'T"I'_'EI.ld.m| I'-l'ﬂ"ITI dan -EIEI.iEIEEﬂt Ef_‘gmfﬂt. 1&1.5 a TT_'SL'I.IL_, I'I'IE .‘-]cquir::r
posits in his or her own grammar a target which lacks that feature - i.e., which makes the

target less like irs adjacent segments.
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the change itself takes place, are widely known. The problem is simply this: such
changes are among the most regular known to us (umlaut, palatalization, and
various other types of contact assimilation), which means that we need them to
be due to a very general misparsing. Yet it is unclear, given that, e.g., in the case
under discussion the final coronal must be present in the input source, how we
get the acquirer to invariably fail to “hear™ it — it cannot be, as is implied in
Ohala’s discussion, due to ambient noise or occasional *weak™ articulation (this
would give rise only to “sporadic”™ misanalysis). Crucially, to get a regular
change, the acquirer must hear accurately the acoustic pattern emerging from
his or her source, but assign that pattern a different “target”™ in the grammar
being constructed (this will ensure that the next time that pattern is encoun-
tered, that manifestation, too, will be assigned the new target articulation). It
cannot depend on failing to hear something in the signal, but must instead
depend on correctly hearing the signal but attributing its features to some other
articulatory mechanism than that being used by the source.

In the case of a change of the type /lot/ > /16/ what we must recognize is that
the primary cue as to the place features of the final stop were in fact the
transitions to the coronal place of articulation, realized on the preceding vowel.
Once the acquirer posited an analysis whereby the particular acoustic pattern
that the /o/ in this context showed was to be accounted for by positing the target
segment /0/ (by misparsing transitional features as part of the target articulation),
the evidence for a following coronal ceased to exist — what had been transition
features to a following coronal were now inherent features on the segment itself.
Moreover, when the acquirer heard similar transition patterns on other back round
vowels, sthe also posited a front rounded vowel to account for the acoustics of
these segments, thus losing, in these cases as well, the evidence for a following
coronal. In the absence of such evidence, no coronal was posited by the acquirer,
and the coincidence of vowel fronting and coronal loss is accounted for.*

Thus assimilation cases such as this one are much more similar to Ohala’s
dissimilation cases than his own discussion indicates.”” In the dissimilation cases,
it isn’t a failure to hear a given feature on some segment which gives rise to the
change. It is rather an accurate perception of the feature but a misattribution of
the segmental source of thar feature. The acoustic string XY is misparsed (burt
not misheard) such that the feature’s presence on X is attributed to spread from

* 1t seems likely to me, though I have no evidence in the relevant case, that this loss
waould take place through an intermediate stage in which the /t/ was replaced by a gloreal
stop. This would account for the perception of a “checked™ syllable on the part of the
acquirer, without necessitating the positing on his/her part of any oral place features
associated with the stop in question.

*" Indeed, in some sense, it is identical to Ohala’s dissimilation case. Once the “coronal”
(Le., front) features were assigned as inherent to the vocalic nuclei, the coronal stop

underwent place dissimilation of the Ohala type.
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Y, whereas in the input source it was an inherent feature on X, The primary cause
of the assimilatory change discussed above is not the failure to hear the following
coronal, but rather the misattribution of the source for fronting on the /o/: in the
source grammar the fronting was due to spread, in the acquirer’s system it is
inherent. Being inherent, it fails to provide evidence for the presence of a follow-
ing coronal, for which it, in the earlier grammar, served as the primary acoustic
cue. Therefore, in general, assimilation will result when features on a segment
which were, in the source grammar, due to “spread” are misparsed as being
inherent; dissimilation will result when features which were inherent in the
source grammar are misparsed as being due to “spread.” It follows, of course,
that assimilation may give rise to simultaneous “loss” of the “triggering™ segment
(whose cues will have been incorporated into the assimilated segment as inherent
properties — thus ceasing to be cues), whereas dissimilation will not (since the
perceived features have to come from somewhere!).

7.2 Conclusion

There can be little question that the type of “phonetic™ argumentation I have just
briefly summarized is going to play a key role in the development of the theory
of the regularity of sound change, but many mysteries remain (what abourt
changes that are neither dissimilatory nor assimilatory? do such changes exist?
what are their properties? etc.). I do not myself feel that we should be particu-
larly discouraged by this fact. After all, without purging the domain which we
are seeking to provide a theoretical account for of the wealth of interfering dara,
i.e., without adopting the “Galilean™ approach so lucidly articulated by Sklar and
Chomsky, progress in the explanatory domain will be impossible. We find scholars
seeking explanatory principles for sound change treating multigenerational change
events as a single *change™ (although of course the same explanation will not
hold for these — if indeed, they need anv explanation beyvond accounting for
their constituent single-generation events), failing to distinguish between the
“three levels” we have outlined here, 1gnoring fine phonetic detail, or ignoring the
computational component of the phonology, or ignoring the phonemic proper-
ties of linguistic representations, reifying mystical long-term forces on “languages”
(not “grammars”), invoking ever-present, constant factors as explanations for
change events (e.g., the drive to simplicity, to communicative clarity, to functional
ease, to aesthetically pleasing patterns in phoneme inventories, etc.), etc. [ am
hopeful that if we can all just be more explicit about what we are trying to
explain, and why we are trying to explain that, rather than something else — in
short, if we can all try to approach these tasks using well-established principles
of scientific investigation, we could be standing at the threshold of a series of
exciting breakthroughs in our understanding of “sound change.”
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7.3 Discussion Questions and Issues

Discuss the theoretical issues which arise from claims that change is “opti-
mization™ or “simplification.” Are the two notions the same? It not, how do
they differ? Can vou envision a mechanism which would trigger “simplifying”
or “optimizing”™ changes? Why does a particular “optimization™ or “simplifica-
tion™ take place ar a particular point in time, and not earlier, for example?
Is this the same problem, or is it distinct from, the question of why a particular
change (under the assumption thatr changes are not “simplifving” or “optim-
izing™) takes place at a particular point in time?

If, as I have argued in this chapter, phonological processes are constrained,
as to the entities and processes which they consist of, by the principles of
UG, but sound changes, since they do not reside in a mind, are not so con-
strained, why do the two sets of phenomena seem so similar in the kinds ot
processes they license and the kinds of entities they operate over? Are they
“similar,” as I just said, or are they in fact “identical™?

In discussing the New Caledonian case in this chapter the concept of “im-
perfect diffusion™ (e.g., via hypercorrection) was introduced. Does this cre-
ate problems for the earlier claims that “change™ and “diffusion” are distinct
processes? Can vou envision a resolution of the apparent conflict?

Give an overall assessment, for yourself, of Neogrammarian doctrine. Were
they “right™ in positing the *Exceptionlessness Hypothesis,” or were they
“wrong,” or are those terms perhaps not particularly useful in discussing the
complex theories of our forebears?

Consider Kiparsky's claim that “the learner in addition selectively intervenes
in the data, favoring those variants which best conform to the language’s
system.” Discuss the arguments offered up against that position, bur also try
to present a coherent sketch of what precisely it might mean for a variant
within a language to “best conform™ to that language’s system. If the long-
term history of language was regulated by a learning mechanism of this
type, what would the gross form of languages move towards? What would
languages eventually look like? You might consider these same issues with
respect to “simplification™ and “optimization™ as mechanism of language
change as well.

How do critics of the Neogrammarian Hypothesis deal with the fact that
linguistic reconstruction, at least in the phonological domain, appears to be
so successtul? How would vou, if vou were to reject the regularity ot sound
change, deal with this problem? Does the success of the comparative method,
it real, undermine the claim that the Neogrammarian Hyvpothesis is false?
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8§ What is Syntactic Change?

Clearly there are phenomena of a syntactic nature (“syntactic™ in the broadest sense)
which are attested in many languages of the world without there being any rela-
tionship between the speakers in question, and which, through their very generality,
become clear in as much as one realizes that forms of expression that we hnd in
Greek, Latin, and German are deeply grounded in the narure of human speech. ..

Jakobh Wackernagel, Vorlesungen iiber Syntax, 1920: § (author trans.)

8.1 “Regular” Syntactic Change

One of the results of the extended survev of phonological change in the last few
chapters is that approaches to change which focus almost exclusively upon
(behavioral) output, as the Neogrammarians did, or almost exclusively upon
underlying representations (phonemes), as the structuralists did, or almost ex-
clusively upon the computational component of the phonology (rule addition,
rule loss, rule reordering) as the generativists have done, are all inadeguate as a
foundation for the complex and demanding task of providing an insightful
analysis of change events. Instead, a more comprehensive view which considers
all of these elements and, perhaps most crucially, the way in which these com-
ponents interact in the acquisition process, must be developed. A very similar
story can be told about diachronic syntax, although that story lacks the straight-
forward (if at times somewhat caricature-ish) connection to well-established
“stages” in the history of linguistic thought.

It i1s worth pointing out that although it is dithcult to link the history of
diachronic syntactic investigation to specific developments in linguistic theory since
the mid-nineteenth century (and earlier), the frequent attribution of this difhculty
to the absence of meaningful diachronic svntactic research in the past reflects a
relatively superficial and egocentric reading of the history of the field." It is true

' Campbell and Harris {1993) discuss this matter insightfully.



150 Syntactic Change

o ket Lexicon [+N, —mass, etc.] < @
® - Computation |  Phonology | Syntax | Computation |=<-------- @
@ *Ikh;ft] Catput {epiphenomenal)) Sentence < - o (@)
@ - = Transduction Chaatic Transduction |< @
(5] *'kh{'ﬁt; Utterance (basis for PLD) Um;anc:*---------------ﬁ

Figure 8.1: Phonology and synrax

that many of the issues which most concerned scholars working in the area of
historical syntax in the pregenerative past — matters such as the syntactic con-
ditions on the use of the subjunctive, or of the oprative, or the instrumental,
ablative or locative case (note the small “¢”) — do not fall within the primary
arcas of interest of contemporary syntacticians. As far as [ can see, there is no
disputing that the phenomena in question are syntactic in nature,” and thus the
fact that contemporary syntactic theory has little or nothing to say about such
things is more a reflection on the shortcomings of contemporary theorv than it
is an indictment of the diachronic syntactic research of the past. In the areas
where those working in the past treated matters of contemporary interest — e.g.,
Bopp’s work on the grammaticalization of dative abstract nouns into verbal
infinitives (see Campell and Harris 1995 for a brief discussion), or Wackernagel's
work on clitics (discussed in the next chapter of this book) - such work has been
leveraged by modern diachronic syntacticians, much to their benefit. The serious
disconnect in topics analyzed makes meaningful exploration of the relationship
between modern and earlier conceptions of the nature of the diachronic syntactic
enterprise a demanding exercise. In any event, the more comprehensive view of
the nature of phonological change stands in direct homology to the situation in
contemporary diachronic syntax. This can be seen in part in figure 8.1.

The left-hand side of figure 8.1 represents schematically the generation of a
particular pronunciation of the word ‘cat.’” The right-hand side, even more
schematically, represents the generation of some sentence.” Both phonological
and syntactic computations are defined over features and the structures which
bundle and hierarchically arrange those features. Phonological computation

* By which I merely mean every bit as “syntactic™ as the topics which do get treated

within the modern tradition.
* The right-hand side involves a seriously distorting simplification, in that the synractic
output representation is subjected to phonological processing before actually becoming
an “utterance,” which is not explicitly indicated in the figure. This matter will be dis-

cussed in some detail when we consider clitic diachrony in the next chapter.
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operates only over the so-called “phonological™ features brought in on lexemes
(1.e., the phonological component cannot compute over features such as [-mass]
or [+N]), and the syntactic computation operates only over the so-called morpho-
syntactic features brought in on the lexeme (and thus not, e.g., on the [-voice]
fearure of the /k/ of *cat’). The relevant features in both cases reside in long-term
memaory, associated with specific lexical items, drawn from the pool of features
(both phonological and morpho-syntactic) provided by UG. Computation over
these features (steps ® and 2@ in the hgure) is present in both the phonological
and svntactic modules. It is not clear whether the set of computational opera-
tions (which, recall, are defined over distinct representational systems in the two
modules), including deletion and insertion of features, restructuring of bundling
and/or hierarchical relationships, etc., are the same or different across the two
modules, bur it does not appear to be the case at this point that the two domains
can be treated as computationally the same.

Both computational systems produce an output (@), obviously. This output
itself is a mental representation, in short-term working memory, in the same
representational alphabet as that used in the relevant underlying input forms,
Again, in the case of both components, these outputs are run through a set of
transducers (@), which change the form of an output from a representation to a
physical implementation plan. The result of running that plan through a human
body is an actual utterance (@),

I have gone through this parallelism in some detail not so much to formulate
an argument about the essential identity of the phonological and the syntactic
systems, but rather to tease out just those aspects of the two systems which are
different. Even a moderately observant reader will have noticed that some of the
“steps” identified above have been labeled with numbers which are white against
a black background (e.g., steps @ and @ for both the phonology and the syntax
sides of the diagram, and step @ for the phonology only), while others are black
against a white background (e.g., steps @ and @ for both phonology and syntax,
and step @ for syntax). The distinction being encoded here involves what might
be termed the “diachronic relevance” of the elements or computational systems
under discussion at the stage in question. For example, we have argued in some
detail in our discussion of phonological change that underlying phonological
representations can undergo change over time and the same certainly needs to
be true of the underlying representations accessed by syntactic computation. Thus
the first stage for both domains is designated by a white number with a black
backdrop. By contrast, the output of phonological compurtation, the phonetic
representation in @, is neither learned (since it results from computation over
what is learned), nor an input to the learning process (since it 1s not accessible
to the learner), and thus the establishment of this form cannot be a causal factor
in change. Such elements are represented by black numbers against a white
background.

Both the aspects of stored lexical representations which are accessed by the
phonological compurtation and the ones which are accessed by the synractic
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computation (@ above) are subject to diachronic reanalysis. Neither the output
of the phonological computation (the so-called *phonetic™ representation) nor
that of the syntactic computation can change independently of changes in the
underlying representation relevant to that computational system, nor can either
be accessed by an acquirer, and they are thus irrelevant for the development of
a model of change in both domains.

The transduction systems involve a constantly varying set of (bodily and
environmental) physical factors; however, the essentially chaotic nature of the
combined effects of the numerous systems involved introduces whart is basically
a constant random “noise” factor in the grammar transmission process. Such a
factor thus does not direct the flow of diachronic developments in any system-
atic manner. Aside from providing a general account of the inevitibility of
mistransmission, these factors play no recoverable role in diachrony.

The actual utterance provides the basis for the acquisition process — the so-
called Primary Linguistic Data (PLD). It 1s the only data the acquirer has reason-
ably direct access to, though it is seriously impoverished relative to the structures
which the acquirer must posit in constructing an underlying system of the ap-
propriate type. In the case of phonology, the utterance lacks the formal features
which the underlying representation is stored in and over which phonological
computation is defined. It contains no overt encoding of moraic structure, syllable
structure, or higher-order prosodic representational apparatus. In the case of
syntax, the utterance lacks any encoding of hierarchical structure; indeed, it is
devoid of “words,” of “clitics,” etc. It is, after all, merely an acoustic wave.

The process of getting from this utterance, or from a set of such utterances
(the PLD), to a set of underlying representations and an appropriate computa-
tional system provides the central task of language acquisition, and the core
mechanism of diachronic change. Both of these phenomena result from the
interaction between the innate structure of the learner (so-called UG) and the
data provided in the PLD.?

I have withheld discussion of the second level above, the phonological and
syntactic computational systems, until this juncture because it is at this point that
theories of syntax come to differ rather widely in their assumptions. In order to
make progress, of course, it is necessary to take a position on the nature of
syntactic computation, since the properties of such a system will play a key role
in the types of underlving representations we will need to posit. I will follow in
my discussion in this book the quite radical, but in the end, in my view, com-
pelling position sketched in Chomsky (1992} as part of the development of the
so-called “Minimalist Program.” Under this conception of things, the acquisition
task in syntax is taken to be limited to what we know a priori must be learned

* Note that there are two distinct phenomena here: that is, the study of diachronic

linguistics does not reduce to the study of acquisition. Acquisition, in particular, concerns
itself in large part with the development, via exposure to the PLD, of knowledge states
intermediate between that provided by UG (S;) and the ultimate acquired grammar —
developments which lie well outside the scope of the concerns of the historical linguist.
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— the morphosyntactic (and phonological) features of individual lexical items.
Thart is, the computarional system of the syntactic module is held to be universal
and invariant in its properties, all apparent cross-linguistic syntactic variation
reducing to differences in features on the elements over which syntactic com-
putation takes place, rather than variation in the compurtational system itself.
Chomsky himself put it as follows:

The standard idealized model of language acquisition takes the initial state 5" to be
a function mapping experience (primary linguistic data, PLD) to a language. UG is
concerned with the invariant principles of §” and the range of permissible variation.
Variation must be determined by what is *visible™ to the child acquiring language,
that is, by the PLD. It is not surprising then, to find a degree of variation in the PF
component, and in aspects of the lexicon: Saussurean arbitrariness (association of
concepts with phonological matrices), properties of grammatical formatives (inflec-
tion, etc.), and readily detectable properties thar hold of lexical items generally
(e.g., the head parameter). Variation in the overt syntax or LF component would
ke more problematic, since evidence could only be quite indirect. A narrow conjec-
ture is that there is no such variation: beyond PF options and lexical arbitrariness
(which T henceforth ignore), variation is limited to nonsubstantive parts of the
lexicon and general properties of lexical ems. If so, there is only one computa-
rional svstem and one lexicon, apart from this limited kind of variety. Ler us
tentatively adopt that assumption - extreme, perhaps, but it seems not implausible
— as another element of the minimalist program. (Chomsky 1992: 4f,)

Obviously, what holds of cross-linguistic variation under this scenario holds of
change as well — apparent change in the syntactic system will always be the
result of some modihcation of the teature specification on lexical items (since the
computational system itself is cross-linguistically, and diachronically, invariant).
The computational system itself consists of the (arguably unihable) processes
MERGE and MovEe, which concatenate elements. MERGE takes elements from
the so-called numeration = a list of elements drawn from the lexicon which will
be used in constructing the tree (with an index for how many instances of the
element should be used, since some elements may occur more than once in a
oiven derivation) — and concatenates them either with one another, or with an
already built-up partial tree. Move performs the same concatenation operation
over a portion of the built-up tree and that tree’s own root (or highest) node.
As an element is taken from the numeration, its index is reduced by one. The
derivation must exhaust the numeration (i.e., reduce all indices to 0} to “converge”
(a nonconvergent derivation is said to “crash™). The derivation represents a map-
ping from the numeration, on the one hand, to the conceptual-intentional interface
(formerly known as LF, a label I will continue to use here) and, on the other, to
the articulatory-perceptual interface (formerly known as PF, a label I will also
continue to use here). Each of these interfaces imposes “bare output conditions”™
that must be sarished by the representations they receive if the derivation is to
converge, It is widelv assumed that the conceptual-intentional interface is uni-
versal (since it 1s hard to imagine how an acquirer could learn anything about it
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V features on T should not engender a crash, since it does not do so in the
“French™ case, and the bare output conditions at PF are assumed to be universal,
Late Spell-Ouwut, however, violates a condition on economy of derivation that
requires that SPELL-OQUT take place at the earliest licit point in the derivation
(L.e., movement must be covert, if it can be) if the derivation is to converge.
Under minimalist assumptions all cross-linguistic syntactic variation is to be
accounted for by differences in the point at which SreLL-OuT occurs in a deri-
vation — the differences themselves being a function of the “strong™ or “weak”
nature of the features on functional heads.

What is the relevance of the sketch above for issues in diachronic syntax?
Clark and Roberts (Clark & Roberts 1993, Roberts 1997) have posited a
“learning strategy” superhcially similar to “economy of derivation™ to account for
certain syntactic changes in the history of English and of some varieties of
French.” In providing an account for the loss of verb-second phenomena (such as
exist in Modern German) in Middle French they argue (1993: 335) that, when
faced with a highly ambiguous PLD, an acquirer will opt for a grammar with
“covert” verb movement over one with “overt” verb movement because “learners
follow a least effort strategy in that they try to assign the simplest possible parse
to the input string.” Note, however, that “parsing™ a string presumably entails
establishing that the representation that one has assigned to that string is the
SPELL-OuT of a convergent derivation. That is, the parse requires that the
acquirer (1) posit a numeration, (2) establish that the numeration can be *run
through™ the universal computational syntax system so as to converge at LF, and
(3) posit the appropriate features on the functional heads so as to allow conver-
gence at PF. It is difficult to see how a parse of a derivation, thus defined, that
undergoes SPELL-OUT before verb movement, for example, could be any “simpler”
than a parse of a derivation that undergoes SreLL-Out after verb movement.
En route to LF, precisely the same number and type of “nodes, traces or chain
positions” (each of which the authors claim may be relevant to the question) will
be created by the derivation. The derivation requires the same number of steps
— the number required to get from the numeration to LF plus the step of SPELL-
Qurt itselt, It 1s dithcult therefore to see how one parse could involve any “less
effort™ than the other.

Roberts (1997: 421) states that the simplicity metric favors “covert” movement
“arguably because overt movement alwavs creates adjunction structures, while
the lack of movement may not, and adjunction structures are more complex
than non-adjuncrion structures.” But given the model sketched above, which
appears to be the one assumed by Roberts, “adjunction™ structures (like all
syntactic structures) are generated for a given derivation regardless of when
SPELL-OUT occurs. The “covert™ vs. *overt”™ movement contrast is orthogonal
to the issue of the “simplicity” of the derivation, in this sense of “simplicity.”
fx

The authors explicitly contrast {1993: 335 n. 16) their proposed “learning strategy™
with “derivational economy,” stating that the former is "not a principle of grammar.”
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Nothing, of course, precludes stipulative definitions of “simplicity,” such as
Roberts’s (1997: 421) statement that *[t]he simplest representation compatible with
the input is chosen, where representations lacking overt movement are defined
as simpler than those featuring movement dependencies™ [emphasis mine — MRH].
Equally stipulative is Roberts’s assertion (1997: 421) that “weak features repre-
sent the default (or unmarked) value™ in UG, No empirical support for such a
claim is offered. The claim itselt appears to run counter to at least one of the
many dehnitions of “unmarked” - statistical predominance. Note that in any event
only one of the stipulations is necessary. If the UG defaulr is “weak™ V features
and the PLD presents no compelling evidence to override that default, the result
will be “covert™ movement (without regard for “simplicity™). On the other hand,
if the proposed “simplicity™ metric is relevant to acquisition, there 1s no motivation
— in fact, no evidence - for positing a UG-default “weak”™ feature setting.

The economy of derivation itself is not relevant to the loss of verb movement
surveved by Clark and Roberts {1993) and Roberts (1997). For a given string of
the PLD to plav a role in grammar construction the acquirer must be able to
parse the string by positing a convergent derivarion that will generate it. The
competing parses for a string that is ambiguous with respect to verb movement
will therefore necessarily involve assuming, for the French-tvpe case, that the
numeration must have contained a C with strong V features (under the “verb-
second”™ hypothesis) or must have contained a C with weak V-features (under
the non-verb-second hypothesis). Establishing the strength of the features on the
lexical item C is the same task as determining the point at which SreLL-OuT has
applied. As Chomsky has pointed our (1995: 227), economy of derivation is
relevant only to the evaluation of derivations involving the same numeration, It
cannot, theretore, be invoked to choose between these two competing hvpo-
theses, since they involve different numerations.

If the computational component of the syntactic module of human grammar
is universal and invariant then it does not change. To the extent we consider the
workings of this module to be what “syntax™ is, there is, then, no “syntactic change”
at all. Variation is limited to the lexicon and what has traditionally been con-
sidered “syntactic change™ is to be taken instead as representing a change in lexical
features (in particular, those lexical features that are of svnractic relevance). This
fact presents an interesting dilemma. In the domain of phonology, as | have
argued in some detail earlier in this book, direct change in the lexicon usually
implies that the change is “sporadic,’
sense. Such changes, being lexical, atfect only a single lexical item and thus do
not receive the attention that systematic changes do. If direct change in lexical
items affects only one lexeme at a time, which seems likely a priori, one might
assume that all “syntactic change” should be “sporadic™ in this manner.

In spite of the fact that, as we have seen from the preceding discussion, it is
unlikely that, in the technical sense, syntactic change per se exists, I would like
to argue that there is a class of diachronic phenomena tor which it might be
useful to continue to the use the term “syntactic change.” The phenomena in

Le., not “regular” in the Neogrammarian
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question represent what I call “regular syntactic change,” with an intentional
implied parallel to the process of regular, *“Neogrammarian,” phonological change.
We have discussed in the phonological change chapters the fact that historical
linguists do not typically include just any instance of the change in phonological
specification for a given lexeme as a case of phonological change. To repeat an
earlier example, in the three instances of change given in (8.5-8.7), we find a
change in the phonological information in the lexicon for a given lexeme.

(8.5) Early Modern English brought > Modern Ypsilanti” English brung
(8.6) Middle English [utter > Modern English pure
(8.7) My grandmother’s English davenport = mv English couch

In the first instance, the form brung 1s not due to the normal phonological
development of final -3t in Ypsilanti (e.g., thought and caught have not become
“*thung and **cung), and thus does not represent a regular sound change. Indeed,
it seems unproductive to label the change “phonological™ in nature at all — clearly
no coberent restrictive theory of possible phonological change will result it we
license such events. Historical linguists, both traditional and theoretical, thus
treat such changes as instances of “morphological change.” In the second
instance we are confronted by one of many words borrowed from “French” into
“English.” Again, “borrowing”™ has never been counted as an instance of “pho-
nological change,” and again, given the unconstrained nature of the process, no
coherent theory of phonological change could be developed if it were. Finally,
the third case represents a straightforward instance of “lexical replacement™ or
“lexical death™ — I did not, as an acquirer, misparse davenport as couch.

Such cases contrast sharply with, e.g., the vocalization of coda [ in Cockney
English, as seen in [hy] *feel” (vs. [Alin] ‘feeling’). The vocalization of [ in this
environment is completely regular (there are no exceptions). It is not due to a
morphological change, it is not borrowed from elsewhere, and there is clearly a
direct connection between the ancestral form of [fu], which was [fl], and the
Cockney form (unlike ‘davenport” and *couch”). This regularity is clearly related
to the existence in Cockney of a phonological rule or constraint which is respons-
ible for the change of underlying /I/ to [u]. It represents regular sound change
because it is imbedded in the computational system of the phonology of the
relevant grammars,

The contrast between what might be termed a “lexical” change, the direct
maodification of the phonological specification of a given lexeme (as in 8.5-8.7
above), and a phonological change, a change in the computational system of
the phonology of the acquirer, cannot, however, be directly transferred into the
syntactic domain if, as has been argued above, the compurtational system of the
syntactic component is invariant and universal. Nevertheless, it does appear that

The author’s hometown, in Michigan.
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included in the phenomena discussed under the heading “syntactic change™ are
both lexeme-specific, idiosyncratic developments (much like the phonological
examples in 8.5-8.7) and very general, across-the-board changes.

For example, in its earliest attestations the verb *behoove’ was a transitive
verb taking a genitive object as can be seen from the genitive s's on mycles
lecedomes in the sentence below:

(8.8) Mycel wund behofap mycles lecedomes.
great Injury requires great cure

“a great Injury requires a great cure” (K. ELFRED, Baeda IV.v, ¢.980)

It is not a general feature of Old English transitive verbs (even those governing
the genitive) that they are now impersonal, as *behoove’ is. It appears that the
development of ‘behoove’ is simply a lexical fact about the feature specifications
of a single lexical item, much like the change of the past tense of *bring” from
‘brought” to *brung.’

This differs quite clearly with, e.g., the loss of verb second (or V movement to
C in simple noninversion context main clauses) in a number of languages. There
is no evidence that, for many languages, the loss of V2 had anything whatsoever to
do with individual verbs, affecting one verb before another, for example. Instead,
it appears that for these languages thev either have V2 or do not.” If they have
V2, all relevant (by syntactic environment) verbs are affected. If thev do not, none
are. The same appears to be true of the coming into being of verb movement. For
example, the Indo-European ancestor of Germanic did not have verb movement
in interrogatives.” Yet in no Germanic language is it a lexical matter which verbs
or auxiliaries undergo I-to-C movement in the formation of interrogatives: if a
verb is in I at the relevant point in the derivation, it will move to C. The change
whereby such structures come into being is thus *regular”™ in the relevant sense.

Changes, such as those involved in the ‘behoove’ case, are often, though not
invariably, to be linked up with changes in the “lexical semantics™ of the verb,
while changes such as the coming into being or loss of V2 seem quite unrelated
to lexical semantics. I would therefore propose treating the ‘behoove’ cases as
“lexical change,” rather than “syntactic change,” much as the instances of change
in (8.5-8.7) are excluded from the domain of “phonological change.” It appears
that what distinguishes the two types of change s what type of lexical item 1s
involved in the change, When the change involves the features on a major lexical
class, but leaves the features of the “functional” heads unaffected, we have a case
of “lexical change.” However, since the functional heads — the Agr’s, T, C - are
used In the construction of every sentence, when these elements change their

" This contrasts interestingly with the facts surrounding the rise of do support within

the history of English, as we shall see below.

" It is absent from all of the archaic, early-attested Indo-European languages: Sanskrit,

Avestan, Hittite, Greek, Larin, etc.
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features, the surface structure of every clause will be atfected, regardless of what
major category lexemes are found in it.

While we must bear in mind that, strictly speaking, “syntactic change™ as such
does not exist — all apparent changes in syntax are linked up with features on
lexical items — it seems to me useful to still retain the term “synractic change”
for just these cases of changes in the fearures of funcrional heads. The mechanism
which gives rise to such changes is going to be fundamentally distinct from that
behind “lexical (syntactic) changes,” being normally semantically inert. 1t a
language goes from having in situ interrogatives to having WH movement, the
semantics of interrogation have not changed, merely its syntactic expression.

This distinction is critical because it does not appear likely that we will at any
point in the near future be able to develop an even minimally constrained theory
of semantic change {and thus of the lexical changes of the ‘behoove’ type). A
simple examination of a few cases of changes in lexical semantics reveals the
problem: French crétin is from Latin christiarnus *Christian,” English *bead” used
to mean ‘praver’ and Rennellese tou ta'e is used as the frst person singular
humilitive pronoun - it 1s etymologically *your excrement” (Elbert 1988: 63
et passim). It is difficult to conceive of a theory of change in lexical semantics
which would permit these attested changes but still be sufficiently restrictive to
be of real empirical value. If the change in *behoove’ (and other such lexeme-
specific changes) is the ultimate result of this kind of semantic misanalysis, it
seems unlikely that it will be amenable to coherent study at this time.

By contrast, changes in the feature specification of functional heads do not
involve, at least in the normal case, semantics. They must therefore represent
instead structural misparsing on the part of the acquirer — a mechanism which,
given a sufhciently restrictive theory of syntax and syntactic acquisition, should
allow for coherent investigation. At any rate, it must be recognized that there is
a fundamental difference in the underlying dynamic in the case of the two types
of change. It will therefore be critical to distinguish between them, if we are to
develop a coherent theory of either.

In fact, it would appear that changes of the *lexical” type also mav in many
cases involve structural misparsing as well as semantic reanalysis. We need not
delve into the chicken—egg issue arising in these cases as to which change is
driving the reanalysis and which is just coming along for the ride, as it were. It
is unlikely we would be able to answer that question without a coherent theory
of semantic change in any event. It should be clear, however, that uncovering
the mechanism whereby the acquirer comes to a determination that virtually all
of the clauses in his/her PLD have structure Y (when in fact they have, for the
acquirer’s source speaker, structure X) — as is required in the case of changes in
the featural specification of functional heads - is likely to provide us with
valuable evidence about the nature of structural misparsing which the more local,
lexeme-specific, possibly semantics-dependent cases cannot. In my opinion, we
should focus on the purely structural type, bringing knowledge gained in this
domain to bear on the more subtle problem of the “lexical” change cases.
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one may wonder how children determine the syntactic properties of inhnitives:
infinitives themselves occur characteristically in embedded clauses, generally in
their D-structure position and not in INFL. An infinitive in that position is therefore
not accessible to a degree-0 learner. Presumably children can learn that infinitives
exist as an winflected morphological category from “citation forms”™ and unembedded
instances . . . But how do children learn the distibution of inhnitives . . . ? J[emphasis
added — MRH]

The highlighted sentence in this quotation invites the inference that being “access-
ible”™ tor morphological and lexical analysis (rather than simply for purposes of
parameter-setting) is what is at issue in the degree-0+ proposal.’™ However, as
we saw in the “nursery rhyme™ discussion, cited briefly above, children can and
do parse material more deeply embedded than the deepest level to which the
degree-0+ proposal gives them parameter-setting access.'” Lightfoot hints that
we may be dealing in such cases with *some auxiliary system whereby people
make sense of untamiliar phenomena, perhaps through *marked’ or ‘peripheral’
operations” (1991: 93},

It was, I believe, a fairly standard position in GB theory that there exists, in
addition to the “core grammar™ provided by UG, a set of language-specific *peri-
pheral™ structures or elements which in part constitute the grammatical compe-
tence of a given speaker. See, for example, Chomsky and Lasnik (1993: 8). The
constraints on the powers of the “periphery,” as well as studies of the principles
which govern its construction, remain to the best of my knowledge uninvestigated.
It seems clear, however, that the “core™ grammar consists of those aspects of
UG which are not parametrized (and thus are “given”) together with those
structures which follow from the setting of the parameter values for those
aspects of UG which are parameterized. The most constrained theory of the

% No one, to 'I'.'I!'H'.' I'JL'SIZ G'I'- my I(ﬂ{JWIL‘dgC._, ]'IEIE CYer PTI}FCIE'I'."I:I tE'IEI.t ]'I.El.\’il'lg uninﬂcctr:d

infinitives is a parametrized aspect of UG, nor can | conceive of such a proposal gaining
wide acceptance.

'" 1 am assuming that parsing is a necessary prerequisite for what Lightfoor labels
“understanding”™ in the nursery-rhyme quote. Alternatively, one could believe that children
invoke ancillary, nonlinguistic cognitive strategies to interpret what is, for the purposes
of their grammatical competence, merely a string of lexemes with no internal syntactic
organization (rather like whar one uncovers upon asking adult speakers of Modern
English varieties to interpret the the dog man bit). Lightfoor invokes the presence of
“partiallv analyvzed structures™ as a step towards acquisition, considering it in fact (1991
x) “one of the claims of the book™ that “the triggering experience consists not of raw
data but of partially analyzed structures™ (what would it mean for the learner to use
“raw data™ as a triggering experience?); bur whart such partial analysis consists of, how
it is constrained, how, in particular, it could be used to generate a meaningful analysis
and understanding of thes is the cow that kicked the dog that bit the rat that ate the
cheese that lay m the house that Jack built witHoUT positing hierarchical syntactic

structure, is not addressed.
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“periphery” would seem to me to be one which took “peripheral” grammar
structures to be due to lexical “overrides” of parametrized UG values.'® Thus,
for example, one could imagine that in a language such as Sanskrit, in which we
find both prepositions and postpositions, the head parameter {(or a “direction of
government” parameter, or whatever) is set for some value, let us say in this
case for head finality, and that therefore postpositional phrases can be freely
projected from the lexicon with no special operations. Prepositions, however,
would contain subcategorization information indicating that they precede their
complements, projecting onto D structure as apparent head-initial structures.
As Sam Epstein (p.c.) points out to me, such a system, although more highly
constrained than any vet proposed, may nevertheless still pose learnability prob-
lems of such magnitude that they cannot be transcended.

In any event, the acquisition of these “peripheral” grammartical operations,
should they exist, is independent of the parameter-setting operation, and,
although completely uninvestigated, it 1s apparently (to judge from Lightfoot’s
statement above) not restricted by the degree-0+ constraint. Invocation of the
notion of the “periphery”™ 1s somewhat unsatisfying in the present context, since it
challenges our ability to distinguish structural changes which are to be attrib-
uted to changes in parameter setting from those which could rather be due to
modification of the “peripheral” grammar. This makes empirical evaluation of
the degree-0+ learnability hypothesis that much more difficult.

In addition to the complications for the hypothesis of degree-0+ learnability that
are presented by the potential lack of a typologically valid corpus of diachronic
reparametrizations and the empirical dithculties arising from the relatively
unconstrained option of invoking “peripheral” grammar to explain counter-
evidence, there are several other proposals in the book which serve to 1solate the
hypothesis of degree-0+ learnability from empirical evaluation. For example, in
his efforts to find “robust™ evidence for underlying verb finality from unembedded
domains in Old English, Lightfoot invokes (1991: 62) sentences such as:"”

(8.9) Swa sceal geong guma pgode gewvrcean.
thus shall young man good things perform

“*Thus shall a young man perform good things” (Beowulf 20)

noting that “even if adult grammars in the Old English period did not have a
monoclausal analysis of sentences like (23) [the Beowulf sentences in 8.9 -
MRH], 1t 1s likely that children’s grammars did, and that two-year-olds did not
perceive or analvze the modal verb.” Lightfoot cites Klein (1974} in this regard,
stating (1991: 53) that he

' Under minimalist assumptions, of course, this is quite clear.

" 1 have corrected Lightfoot’s gewyrecean, a typo, as well has his translation - he

mistakenly translates the sentence as if the subject and finite verb were plural.
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gives good reasons to believe that Durch children pay much attention to such
structures from an early age. Questions then arise about the nature of the struc-
tures assigned to such expressions by young children; for example, Klein suggests
that an unstressed “auxiliary™ is in some sense not perceived and thus plays no role

in the analysis of sentences.

There is much laxness in the formulation of this argument: it is not clear what
the intended force of “pay much attenton to”*" and “in some sense not perceived”
is. More importantlv, however, Lightfoort is proposing in this discussion that it
is not degree-0+ domains as defined over the relevant structures in the adule
grammar’s output (Le., the output of the grammar the child is acquiring), but
rather such domains defined in terms of the structures posited by the child at the
time the parameter is being set. In this case, in particular, Lightfoot is claiming
that it was crucial to the regular acquisition of the grammar of Old English that
children misparse structure involving “premodals”™ such as sceal (only to eventu-
ally parse them correctly, one assumes) and set their parameters according to
this misanalysis. Since the nature of the historical record precludes direct access to
children’s grammars of Old English during acquisition, Lightfoor is right to look
for typological parallels from contemporary acquisition studies. However, studies
such as Klein (1974) tell us little about the crucial issue for degree-0+ learnability
— the role of structures involving “auxiliary”-like elements in parameter-setting.
Given that fact, invoking the grammar of the child serves only to remove the
hvpothesis of degree-0+ learnability from straightforward empirical evaluation.

Turning from these general methodological issues to the specihc issue of
parameter-setting and diachronic syntax, Lightfoor (1991} conveniently sum-
marizes in his final chapter the major changes treated in the book. He labels
these changes “six new parameter settings in the history of English.” The six
cases he has in mind are (1991: 166-7):

(1)  *“the new verb-complement order at D structure”

(2)  “the ability of the infinitival to marker to transmir case-marking and head-
government properties of the governing verh”

(3) “the loss of the inherent D structure oblique case”

(4)  “the emergence of a reanalysis operation™

(§) “the recategorization of the premodal verbs™

(6)  “the loss of the ability of verbs to move to a governing INFL position.”

There is a lot of technical terminology here and it would go well bevond the
scope of this book to explain in detail what the changes Lightfoor is referring to
actually are. It is sufficient, for my purposes here, to point out that none of these

* Given that Lightfoor asserts elsewhere, as we saw above, that children understand

deeply embedded material without using that material to set parameters, would we
expect them, with this understanding, not to “pay attention” to such material? Here too

Lightfoot seems somewhat unclear about the nature of the hypothesis under evaluation.
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is a “parameter” as such. Indeed, in none of the six cases cited above is Lightfoot
explicit about what the parameter is that changed. This is not a trivial omission;
parameters are taken by Lightfoot, as by others working within this framework,
to be quite abstract, formal, and general. A precise statement of the parameter
involved in each case would allow the reader to deduce what further implica-
tions follow from a change in the setting for that parameter. The changes listed
in (1)=(6) above are far too specific to be UG “parameters” themselves.
Moreover, it seems clear that in at least one of these cases a change in
parameter-setting is in fact not involved. The “recategorization™ of the premodal
verbs, (5) above, is discussed in some detail by Lightfoot, building upon his own
1979 treatment, amended in the light of criticisms by authors such as Warner
(1983) about the chronology of the relevant events. He now sees the emer-
gence of modal verbs in English as being due to two distinet changes: the
“recategorization” of the premodal verbs as INFL (i.e., auxiliary) elements and the
“loss of the ability of verbs to move to. .. INFL” (his change (6) above), as they
do in French, for example. The first of these is described as follows (1991: 147):

T].'If_‘ ﬁr:-’.l: CI'IEI.]'[EC._, WI'IC['EIJ}" t]'ll'_‘ PTCITI[]'EIEI] ‘l."f_‘['hﬁ- came to hl’.‘ CIEI.SEiECd A% 'II'I.'IEtEI.nCT_'S []'I'-
INFL and to be generated under INFL, was a change in lexical specifications and
therefore mayv have affecred some items earlier than others.

Lightfootr observes that morphological changes are likely to have been the driv-
ing force behind the recategorization. In discussing the change in more detail, he
notes that:

these changes had the effect, in many wavs accidental, of making the premodals
into a small and distincrive class. In fact, the class was so small that it must have
looked to language learners like a closed class, consisting of items which were . . . not

5pccia| kinds of verbs.

It is difficult to see the change described in these quotes, whereby modals went
from being a class of verbs (and thus heading VP projections) to being auxiliary
elements {and thus base-generated in I) as a change in the setting of some binary
parameter. The change involves a reanalvsis through which a class of verbs comes
to be categorized grammatically as a different syntactic class. Before the change,
when these “premodals™ were still verbs, they exhibited syntactic behavior appro-
priate to verbs. After the change, when these elements had become *modals,”
they ceased to head VPs (since they were no longer verbs) and were instead
base-generated in a position in the tree structure appropriate to their new lexical
status, Since there were no “modals™ in the Old English lexicon, it seems unneces-
sarv to assume that some parameter setting is responsible for their absence in
Old English symtax. Is their absence in the lexicon to be attributed to a para-
meter setting? 1 do not see any reason to constrain via parameter setting the
inventory of lexical classes permitted in any particular language (though, ot
course, UG limits the inventory of such items to those permitted by human
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linguistic systems). The set of actually occurring classes in a given language can
be readily determined on the basis of the morphosyntactic features provided by
UG and the limited positive evidence provided by the PLD, without recourse to
anv “hints” offered by a parameter of UG, Unfortunately, these and other related
issues are never directly addressed by Lightfoot.

Lightfoot goes on to note that “each of these new parameter settings has some
distinctive characteristics,” which he proceeds to enumerate (1991: 167-9):

(1) “each new parameter setting is manifested by a cluster of simultaneous
surface changes”

(2)  “new parameter settings . .. also sometimes set off chain reactions”

(3) “changes involving new parameter settings tend to take place more rapidly
than other changes”

(4) “obsolescence manifests new parameter settings”

(5) “any significant change in meaning is generally a by-product of a new
parameter setting”

(6) *a further dehning property of new parameter settings . . . is that they occur
in response to shifts in unembedded data only.”

The first thing to note abourt these “defining properties™ of parametric changes is
that several of them do not do a particularly good job of “defining.™ For ex-
ample, (2) states that new parameter settings “sometimes” set off chain reactions,
implving that thev sometimes do not. In addition, since Lightfoot permits some
chronological flexibility in the interpretation of the “simultaneous™ of (1), the
contrast between (1) and (2) is, in practice, difficult to maintain.”'

The third *defining property™ is also seriously weakened in empirical content
by a hedge — there is no real way to test in any given case for the presence of a
“tendency” to take place more rapidly than other changes, even if we had a
meaningful metric for how rapid “more rapid” might actually be.

The fourth item in the list above seems rather to define “obsolescence™ than
to be a distinctive characteristic of new parameter settings.™ Similarly, the fifth

*' Note that the actual example of a “chain reaction” cited by Lightfoot (1991: 167) -

the relationship between the new verb-complement order at D structure and the “trans-
mitter” status of to — in fact must involve descriptive simultaneity: ®a child with the new
verb-complement setting is forced by the constraints of Universal Grammar to analyze
expressions like [ ordered the grass cut+infin differently from the way they were analyzed
in earlier generations.™ The author’s use of “forced™ entails that there will be no gram-
mar with verb-complement order at D structure and the earlier analysis of these infinitivals,
thus no *middle link™ in the chain.

** It is not possible that all instances of obsolescence manifest new parameter
settings. 1o see this one need only think of simple cases of lexical absolescence (the loss
of the words davenport, groovy, and felly in the relevant senses in American English, for

example).
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“defining property” is a statement more about “significant change in meaning”
than a distinctive aspect of new parameter settings. Itis also hedged (with “generally™)
and it is not at all clear how to interpret “significant” in a noncircular way in
this context. As a bald assertion it is pretty clearly false: bead has changed its
meaning from ‘praver’ to *bead’ during the course of the history of English - this
seems significant, but presumably has nothing to do with new parameter setrings.

The sixth defining property represents one of the major tenets of Lightfoot’s
approach. As noted above, most historical linguists are likely to desire a larger
corpus of clear instances of changes in parameter-setting from a tvpologically
diverse set of languages, and some clarification of the “degree-0+ learnability”
issues raised above, before accepting this as a demonstrated property of para-
metric change.

To what extent do the six changes which the author atributes to changes in
parameter-setting actually show the six proposed defining properties? Given
the dithculties involved in determining precisely which parameters, if any, changed
in each instance, and the conceptual diffculties with some of the “defining
properties,” it is not easy to answer this question. The recategorization of the
premodals seems not to have been as rapid or as simultaneous as “defining
property™ (1) or (3) might demand, tor example. However, 1 have hinted above
that it is unlikely that this was a change in parameter-setting at all. Note that, if
one accepts that the recategorization was not due to a parameter-setting change,
then the fact that it may well show “defining properties™ (2), (4), (5), and perhaps
even (6), indicates that the listed properties are also found in other, nonparametric,
changes, which clearly further weakens their status as “defining”™ properties of
parametric change.

There is one final issue which runs through Lightfoot’s discussion of para-
metric change — an issue which I have tried to clarify in the early chapters of this
book. The issue will be discussed in detail when we turn to a consideration of
“variationist” approaches to syntactic change in the next section, but it is worth-
while making it clear that it arises in work in a wide variety of theoretical
frameworks. I cited some of the following passage from Lightfoor (1991: 111)
in the discussion in chapter 1, but we can now see it within the context of
Lightfoot’s work somewhat more clearly, 1 think:

In studying syntactic change, one is bound to one’s texts for data about early stages
of some language; one should never discount dara, bur one musrt interpret the rexrs
with some philological skill. Taking “a single example from the thirteenth century™
as evidence that such sentences were grammatical for all speakers of the language
ma:.-' a]]nw one to SU.FFHE-L' that tI'IErE was 1o CI'IE.TIEE 'i.]'! grammars EII'.IEI. I'I'!ETE"FI.'.I'['E
nothing to explain, but this does not strike me as sensible. If, in fifteenth-century
texts, there is a significant increase in certain sentence tvpes, rising from near
zero ..., it is reasonable ro suppose thar there was a change in many individual
grammars, 1.e., that many individuals began to set some parameter of Universal
Grammar differently from many of their forebears. One would therefore want to
explain why that parameter was set differently and precisely what the parameter
was. That is the approach I rake.
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This passage reveals quite clearly a confusion of the contrast which I attempted
to draw earlier between change, to be attributed to reanalvsis on the part of the
grammar constructor, and diffusion, driven by sociolinguistic factors of the
well-known type. The “single occurrence from the thirteenth century™ must, like
all linguistic data, be evaluated for authenticity as valid linguistic data using
established philological methods; however, once its status as linguistically real is
no longer in doubt, it reveals that the reanalysis, i.e., the resetting of the parameter
in question, had taken place for some speaker(s) by that time. It i1s clear that
subsequently this change diffused, presumably via the known sociolinguistic
factors which determine diffusion, from the locus of innovation to the area
responsible for the bulk of our Middle English prose texts; but that diffusion is
not a case of change. Change takes place when the learner constructs a grammar
that differs in some way from the input grammar(s) to which the learner is
exposed. Sociolinguistic diffusion is the result of a selection process through
which one or more of the variety of input grammars to which the learner is
exposed comes to be acquired and put to primary use. Only change is of any
interest for the study of the guestions which Lightfoot is investigating. Ditfusion
represents transmission of the innovating grammar with its parameter settings
intact. Contrary to the implications of the above quotation from Lighttoot, the
number of speakers who manifest a particular change in parameter setting is of
no significance whatsoever. Even if only one speaker ever showed the change,
l.e., even in the absence of any diffusion bevond the innovator, that change could
provide us with crucial evidence regarding reanalysis and parameter setting.”
Indeed, all instances of the relevant change demonstrably subsequent to its
innovation are suspect — they may be more properly attributed to diffusion than
to direct parametric reanalysis of some Input grammar’s output.

Perhaps it is not surprising that the essential problems with parameter-setting
approaches to syntactic change are virtually the same as those which plagued the
Principles and Parameters approach generally: no plausible parameters appeared
to be proposed, although the concept was regularly invoked to discuss particular

sets of data.”™ When we mix a lack of clarity about what the parameters involved
** For trivial changes, it is always possible that there were multiple points of (very
roughly speaking) simultancous innovation. Diffusion of a trivial change from several
loci of innovation, as opposed to diffusion of a nontrivial change from a single source, 1s
readily revealed on the pages of any dialect arlas.

* This is particularly clear if we remember that parameters, like other aspects of UG,
were to be posited on the basis of the fact that certain aspects of the mature linguistic
knowledge of speakers could not be explained by positing learning over the type of
nonnegative, degenerate data presented in the PLD. If we think about some parameters
that were widely discussed — the null subject parameter, e.g., or the “headedness™ para-
meter — it seems clear that they were posited on rthe basis of observed linguistic variarion,
not on the basis of learnability challenges arising from that variation. How difficult is it,
Eﬂmpﬂ!’fd Ty t]'ll'_‘ many tﬂﬁ]‘(ﬁ EI.CE]IJi]"ETE- EUCEEEd El.t:, T I:I.-Etl'_"T'm'i.]'l.E' thﬂt }'CIL'I.I' ]anguagr_‘ I'IE.E

phonologically null subjects, or, once you have acquired some lexical items, that heads

precede or follow their complements?
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in specific svntactic changes actually were with confusion about matters such as
“change” vs. “diffusion,” the resulting research program, not surprisingly, falters,

8.3 “Lies, Damn Lies, and Statistics™:
Some Models of Variation and Change

Lightfoot is hardly alone in treating syntactic change and synractic diffusion
as undifferentiated. In several recent approaches, explicit models have been
constructed which either explicitly assert or unambiguously assume that the
two are in fact most productively unihed. While a comprehensive analysis of
these approaches lies outside the scope of our investigations here, the work has
become so influential, particularly in the diachronic syntax camp, that it is neces-
sary that we address it now. We will survey two approaches — the so-called
“variationist™ approach of Tony Kroch and his students and colleagues and the
“Stochastic Optimality Theory™ approach of Joan Bresnan and her students and
colleagues, beginning with the somewhat more mature, and considerably more
influential, models of the variationists.

8.3.1 Variationist approaches to syntactic change

An influential and quite extensive body of work on syntactic change in what has
been termed the “variationist™ tramework has been developed, principally by
Tony Kroch and his students and colleagues. I have taken my section title from
Susan Pintzuk’s summary of this work in the Handbook of Historical Linguistics
(Pintzuk 2003). Unfortunately, I find the terminology used within this framework
somewhat difficult to follow, particularly on matters such as the definition of
key concepts, so my survey will not be as extensive as | would like. In any
event, the basic idea seems to be that the path whereby some syntactic construc-
tion A is replaced by some innovative isofunctional syntactic construction B
involves a period of variation between A and B, that variation occurring at a
different rate in a variety of syntactic contexts, but progressing at the same rate
over time in all contexts (the so-called “Constant Rate Etfect™). Leveraging the
concept of “morphological blocking,” which precludes isofunctional morphological
doublets in a grammar, and expanding that notion into the svntactic domain,
Kroch and his colleagues have argued that it must be the case, when we find
instances of, e.g., do support next to the failure of do support (in the same
syntactic context) in a single time period (often in a single author), that we are
dealing with an instance of *grammar competition.” This would seem to follow
clearly enough: “Did John go to London?” and “Went John to London?” do not
appear to differ semantically, so if we take the ban on “absolute synonymy™ in
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syntax (as in morphology) seriously, these two strings must be being generated
by two different grammars.

There are a number of statements which make this relatively lucid position
difficult to interpret in detail. T will consider first some issues surrounding the
use of “the blocking principle,” then, in somewhat greater detail, some aspects of
the “Constant Rate Effect” which I find troubling.

Pintzuk (2003: 535) writes the following on the question of where precisely
syntactic doublets come from, given the blocking principle:

[Kroch] suggests that in syntax, as in morphology, doublets that are semantically
and functionally non-distinet are disallowed; and that doublets of this type, which
may arise through language contact. .., compete in usage until one of the forms
wins out. Sociolinguistic, psycholinguistic, and stylistic factors may have an effect
on the favoring of one variant over the other.

If they are disallowed, it doesn’t seem that they should be able to “arise through
language contact” (or, indeed, through any other mechanism). Kroch himself
says the same thing, though, as near as I can tell:

The blocking effect, as we have seen, does not prevent doublets from arising in a
language by sociolinguistic means; that is, by dialect and language contact and
perhaps other processes. (Kroch 1994: 17)

One could of course say that what is being claimed is that doublets can come
into being as long as one is always generated by one grammar, the other always
generated by another grammar. It’s somewhat odd to express this by saying that
the blocking effect doesn’t preclude such a thing, since the blocking effect is a
grammar internal process. Forms in my grammar don’t “block™ forms in yours,
e.g., nor does the existence of a word ‘dog’ in my grammar of English *block”
the existence of a word *‘Hund’ in my grammar of German, even though both
grammars are in my very same head. The other problem with this interpretation
of the claims cited above is that it is very dithcult to see what triggers the
“competition” between the two forms, if one is the product of one grammar, the
other the product of another. Anyone can, I think, imagine that two grammatical
systems could “compete” with one another in the sense that acquirers may adopt
one in preference to the other, or speakers may use one more than the other, but
of course this has nothing to do with the blocking effect, and, perhaps most
crucially, it need not happen. Multiple grammars are in use in many speech
communities around the world without one of them inevitably losing out via
some necessary “competition,”

But competition appears to be a cornerstone of the model. Kroch (1994) writes:

the h|ncking effect will also exclude variabi Ht}-‘ in the feature content of syntactic

heads, as the resultant variant heads would have the status of doublets. This



178 Syntactic Change

which, when you are about to say a negative interrogative, induce you to use
G, about 12 percent of the time, whereas when vou are going to say an
affirmative interrogative with an intransitive verb in it you are induced by these
preferences to use Gy, almost exclusively. Precisely parallel to this would be a
modern situation, let’s say in Montréal, in a social context replete with bilingual
speakers with “French”-type grammars and “English”-type grammars, such that
a speaker could use either one. One could then posit some algorithm which
assesses “psycholinguistic and information processing preferences” over the out-
puts of the two grammars and which would regulate whether I would use my
“French”-type grammar or my “English™-tvpe grammar, when asking a particu-
lar tvpe of guestion, for instance. This strikes me as completely implausible.

Interestingly, by 1575 people producing Kroch’s data, with presumably the
same kinds of minds, and thus the same kinds of *psycholinguistic and informa-
tion processing preferences” as their ancestors in 1425, now about to sav a
negative interrogative, are induced to use G, almost all the time (85.4 percent),
and in the originally disfavored context, that of the affirmative intransitive
interrogatives, where in 1425 their linguistic ancestors avoided almost com-
pletely the use of G, they use that grammar 42 percent of the time. What
happened to the differential influence of the “psycholinguistic and information
processing preferences”? How do these preferences work so strongly to impede
the use of do support early in its development, but fail so seriously to do so
later? Wouldn't the expected development be simply that in contexts which
favored do support, speakers would come to use G, all the time, and in con-
texts which disfavored it, to use Gy all the time? That would optimize the
apparently important psycholinguistic and information processing preferences.

To understand these 1ssues in more detail it would be useful to look at the
categories used to formulate the Constant Rate Hypothesis and this particular
interpretation of the nature of “*Grammar Competition.”™ They turn out, however,
under scrutiny to be a little peculiar. Before we consider the data in detail,
however, let me just remind the reader that the data are complex even in
modern “English”-type grammars. Do support is triggered in interrogative and
negative contexts for all main verbs except for main-verb uses of “ro be” (and,
in many varieties, “to have”). In negative imperatives, do support is found for
main-verb uses of “to be™ and “ro have™ as well. A trulv satistying account of this
rather peculiar distribution, which is clearly related to verb movement to I (as it
was in the time pertod being discussed by Kroch), remains beyond our grasp,
but it is worth noting the lexical nature of the distribution with nonauxiliaries.
Apparently nonauxiliary “to be” (and, in the relevant dialects, nonauxiliary “to
have™) bear some idiosyncratic feature which allows them to continue to undergo
V movement, and thus avoid do support.

There is evidence that the “lexical” nature of the development was also true
for English in the period of time under study by Kroch in his discussion of the
rise 0of do support. For example, for all of the negative contexts, Ellegard ex-
cludes from his statistics (as does Kroch, without, however, noting the fact) all
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Table 8.1: Use of do support with some individual verbs in
negarive contexts

Verb do support no do support Y do
come 1 59 2
speak 3 39 7
Y 6 26 19
SEe 14 36 28
hear 8 17 32
understand 14 27 34
mean 10 19 35
say 6 11 35
like 12 11 52
think 36 27 37

occurrences of the verbs kunow, boot, trow, care, doubt, mistake, fear, skill,
and list.”” This is because they simply resist usage with periphrastic do far more
strongly, and for far longer, than do other verbs. In terms envisioned in the
Kroch scenario, this would entail thar speakers, about to utter a negative sen-
tence containing the verb “fear,” avoid using G, quite assiduously, throughout
the period studied by Kroch. It's hard to see how that could be attributed to
a psycholinguistic or information processing preference, though the phrase is
suthciently vague that T of course can’t exclude it. Again, the parallel with cases
in which we know there are two grammars “in competition” (iL.e., present) in
the mind of a single speaker is instructive. Do we really believe that our French-
English bilingual in Montréal would always use his or her “French”-tvpe gram-
mar when s/he wants to use a predicate which means “know™?

Indeed, as Ellegard notes {(1953: 199 n. 1) the classification of verbs into his
know group (the set [ detailed above) and his main group (all other nonauxiliary
verbs) is “somewhat arbitrary.” He goes on to note that “It would be possible
(theoretically at least) to plot a curve showing the relative frequency of the do-
form with all the different verbs . .. The extreme portion of such a curve would
include the know-group. It is desirable to eliminate this extreme portion: exactly
where the cut is to be made is arbitrary.” He then goes on to give a table of some
main-class verbs and their different frequencies of co-occurrence with do sup-
port, which I repeat here as table 8.1 (it covers the period 1550-1700, within
which do support has become quite common in negative sentences).

** 1t 1s not without interest that he does not exclude uses of these verbs in affirmative do

support contexts, such as the various interrogative categories surveyed.



180 Syntactic Change

Indeed, Ellegard draws the following conclusion from his survey of this (and
related) dara: *|i]t is in fact not unlikely that each verb has its own history.”
This would seem to offer strong support for a conception of syntactic change as
a change in the features of individual lexical items. But in many ways it wreaks
havoc with Kroch’s startistical approach. If Ellegard is right, a text which discusses
*knowing,” *fearing,” and ‘coming’ more than ‘meaning,” ‘liking’ and ‘thinking’
will show much less do support by virtue of that single, lexically driven (rather
than “grammar competition™-driven) factor. The story of the rise of do-support 1s,
indeed, a “very complex affair,” as Ellegiard notes. It is not clear to me thar the
“variationist™ approach to the problem has moved us forward.

To conclude, perhaps even more strikingly, I feel compelled to point out that
there is no theory of “syntactic change” in the literarure which could be con-
sidered the “variationist approach to syntactic change.” The statistical work done
within this framework charts the diffusion of innovations once they have come
into being, and thus can “compete,” but has nothing to say about where the
new forms come from or how they might arise in the first instance. [ personally
would be shocked if the spread of syntactic innovations, once they come into
existence, shows a profile which differs in any fundamental way from the spread
of other grammatical features once they come into existence as innovartions: they
move from prestige speaker to wanna-be prestige speaker through the same
sociolinguistic mechanism as has been uncovered in hundreds of studies in that
hield since Labov’'s New York Department Store research. Linguistic variables
when studied in this wav in their sociological context can provide a fascinating
glimpse into the structure of the society under study, about the hidden motives
and values of speakers, and about a wealth of other engaging social issues, but
they cannot help us develop a constrained theory of syntactic change (as opposed
to diffusion), about which they have simply nothing to say.™

8.3.2 Stochastic Optimality Theory and
morphosyntactic variation

Athough formalized somewhat more explicitly than Kroch et al.’s “variationist”™
approach to syntactic change, Joan Bresnan and her colleagues working in the
domain of Stochastic Optimality Theory (“Stochastic OT") have developed a
model of morphosvntactic variation (trivially extendable into a model of change)
which shares many of the underlying assumptions we have treated in the last

' And I note with sadness that the fascinating work undertaken in the early days of

sociolinguistics, which provided us with a glimpse into the hidden social structures
around us, has been replaced, in the “variationist approach to synracric change™ lirera-
ture, by statistics ripped from their social context, without regard for any of the subtleties
we find in the early sociolinguistic literature, and none of the compelling sociological

tales which could be developed under earlier approaches.
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Standard Kent Kent variable

8G PL | sG PL 5G PL
1 | am are | are are am, are are
2 | are are | are (are) | are (are)
3| is are | is are is are

Figure 8.7: Some English *be” conjugations (present, noninverted)

section. It is worth our while to consider the issues arising from this very new
approach now.

I will not predominantly concern myself with the specific analyses presented
in the Stochastic OT literature on morphosyntactic variation, but rather on the
theoretical underpinnings of the framework itself. Particularly interesting in this
regard is the analysis of some forms of English dialectal ‘be” presented in Bresnan
and Deo (2001). The general framework developed by these authors can be
explored without fully considering the range of English dialect data they treat in
their paper — we will focus here for expository purposes on their treatment of
Standard English, the dialect they call *Kent,” and the one they call *Kent Variable.”
I will sketch only most perfuncrorily the structure of the OT model itself,
assuming that by this time most linguists have enjoved some exposure to the
basics of the model. In any event, it is not the machinery of the model that will
concern us here, but rather the interpretation of that machinery — in particular,
we will focus on the questions of what the framework is modeling and whether
that is, in fact, what we should be trying to model.

Let us first examine the data, extracted by the authors from the Survey ot
English Dialects (SED) materials. The forms in guestion are those of the present
tense of the verb ‘to be’ in noninversion contexts. The relevant data can be seen
in figure 8.7,

The torms labeled *Standard™ are presumably familiar to the reader of this book.
The dialect called by the authors “Kent™ differs from the Standard only in the
first-person singular, where we find the form are where the Standard has am.
The variety of English which the authors have called “Kent variable”™ shows both
the “Standard”™ and the “Kent” forms of the IsG form of *to be.” Although one
might want to subject the precise characterization provided by Bresnan and
Deo (2001) to some scrutiny, as well as their use of these particular sources of
evidence, for the time being we will accept that the generalizations which form
the foundation for the table above are valid and require some type of linguistic
explanation. In synchronic terms, we will need to account for the existence of
these various linguistic systems gua systems. In diachronic terms, we would like
to try to understand the precise way in which these dialects ditfer from one
another such that we can state clearly just what has, in fact, changed and,
ultimately, how the relevant changes may have come abour.
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[1sg] || *rr | Inin) | *Soc | Io(e) | *2 ) Max(e) | *1 | *3 | ®sc | Max(n)
5 am|1sg] " +
art|2sg| “1 * *
15| 3sg] “1 * N
is[sg] *! i
are[pl] * * *
are|| # -
are|1pl] *1 * *
are[2pl] *1 ¥ ¥ *
are[3pl] *1 ¥ = =

Figuere 8.8: Tableau for “Standard™ variety 1sg ‘am’

Bresnan and Deo (2001) present their analysis in terms of Optimality Theory,
whose basic structure is quite straightforward. Following Bresnan and Deo we
will ignore 1ssues like “noninversion context™ and the like and focus on the fact
that we are seeking to find a mechanism to generate the Isc form of the verb ‘to
be.” In the framework developed and used by the authors this will involve an
input form (let’s say [1sg|, assuming the universe of discourse to be noninverted
forms of ‘to be’), a set of candidate output forms (again, for simplicity, we’ll
limit the forms we consider to potential expressions of *to be” actually found in
English dialects), and a set of ranked constraints. The constraints perform two
important tasks in the model: they can penalize output forms which ignore
specified aspects of the input (or, as an alternative way of saying the same thing,
favor those output forms which are faithful to the input in the relevant respect)
or they may penalize output forms which violate universal markedness require-
ments. The ranking of these so-called Faithtulness Constraints for individual
features of the input against the so-called Markedness Constraints for those
features determines to what extent language-specific markedness is allowed to
surface and to what extent universal markedness considerations are able to
block the surfacing of particular forms. The evaluation metric is simple: as
candidate output forms violate highly ranked constraints which other candidate
output forms respect, they fall out of the running for “winning candidate™ starus.
In the end, there will be a candidate which has run least afoul of the highly
ranked constraints and that candidate will be the actual output form. A concrete
example should make this quite clear. In figure 8.8 is given Bresnan and Deo’s
“Tableau™ of candidates and ranked (left to right) constraints for the “Standard”
variety of English. We can then walk through the evaluation process.

Let us hrst consider the Constraint Set, which runs across the top of the
tableau.” The first constraint says *PL which means merely that it is marked to

' The form in the upper left corner, to the left of the double bar, is the relevant portion

of the input representation, and not a constraint.
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have contrastively plural output forms. Forms such as arefpl] violate this con-
straint in that they are specified as distinctly plural. This violation is indicated
by a **” symbol in the column under the constraint *pL. In addition, since this
constraint is not violated by at least one other output candidarte (in fact, it is not
violated by several other candidates), the violation incurred by forms such as
aref[pl] is tatal for these output candidates, which can now never win. This fact
is indicated informally by placing an “!™ in the column as well. The next con-
straint, ID(N) 15 a Faithfulness constraint, favoring output forms which are faithful
(stand in Identity with) the Number (N} specification of the input candidate.
Since the input candidate represented in this tableau 1s 1sg, forms which have
a different specification for Number (such as, again, grefpl]) incur a violation
mark in this column. It 1s worth noting that the torm aref[, which is a morpho-
logical form not specified for number at all {an *unmarked™ or “default™ ourpurt
form, if you will) does not violate the constraint Ip(n) because it does not
contain a conflicting number specification. In this particular tableau, that for the
first person singular, the second constraint does not actually get rid of any
candidate output forms not already eliminated by the *PL constraint.

The constraint which Bresnan and Deo call *Soc is defined by them as follows:
“Soc: Avoid singular expressions tor second person inputs. That 15, mark a
candidate if the input PeErs value is 2 and the candidate Num value is 567
(Bresnan and Deo 2001: 11). This constraint is designed to capture the fact that
it is common, cross-linguistically, for speakers to *avoid too direct reference” to
the second person, a tendancy which the authors note *may become crystalized
in grammars.” This constraint plays no direct role in the tableaux we will be
considering here.

The constraint In(p) favors output candidates which respect the input form’s
specification for Person. Obviously forms such as art[2sg] violate this constraint.
In fact, at this point in the evaluation process the only surviving candidates are
am[1sg], is[sg] (which is underspecified for Person, and thus does not violate
Ip(r)), and the massively underspecified are[].”* The next constraint, which is a
markedness constraint against having distinct specified second-person forms,
does not get rid of any of the surviving candidates in this particular tableau. The
Max(p) constraint is a Faithfulness constraint, like the Ident constraints we saw
earlier; however, in order not to violate it, an output candidate must be as fully
(“maximally”) specified along the Person dimension as the input form. Under-
specified forms such as aref] which do not violate Ip constraints, do violate Max
constraints, since they do not maximally encode a Person (or whatever) specifica-
tion like the input form does. Since this holds of both are[] and isfsg/, but not of

* It is important for the general assessment of work in Optimality Theoretic synrax

that one try to understand just how the outpur candidate set is arrived at, but that matter
lies outside the scope of our critique here. We will assume, though it is far from obvious

that this assumption is valid, that an appropriate mechanism exists.
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[Msg] | *reL | Io(n) | *Soc | Tofe) | *2 0 %1 | Max(e) | *3 | *sc | Max(n)
am|1sg] *1 N
art[2sg] 1 * *
is[ 3sg] *1 * *
15| 5] * *
are[pl] 1 * *
= oarel| ¥ *
are[1pl] *1 “ *
are[2pl] *1 * # *
are[3pl] "1 * * *

Figure 8.9: Tablean for *Kent™ variety 1sg *are’

amflsg], at this point in the tableau am|1sg] becomes the winning candidarte.
Everv other candidate has violated some higher ranked constraint than has
am[1sg]. For the standard language this is, of course, the correct result. Note that
the fact that the winning candidate, am[1sg], violates lower-ranked constraints
against specified first person forms (*1) and specified singular forms (*5G) is
irrelevant — all of its competitors have already violated constraints which were
more highly ranked and thus have been eliminated; the violation of the lower-
ranked constraints is completely irrelevant.

How does the Optimality Theoretic grammar of the “Kent™ variety differ from
that of the “Standard™ variety? If we were just worried about these two varieties
of English (recall that Bresnan and Deo attempt to include a broader range of
data in their model), we could readily represent the constraint rankings for
“Kent™ as in figure 8.9.”" The only difference between the constraint ranking in
this tableau and that in the *Standard™ tableau above has to do with the relative
ranking of the constraints *1 and Max(p). In the “Standard™ variety tableau,
Max(pr) outranks *1, whereas in the “Kent” variety tableau, the reverse holds.
Let us now turn to a consideration of how the reranking changes the winning
output candidate for the first-person singular form.

Since the first 5 constraints have maintained their ranking status in Kent, we
find that when we get to the sixth constraint we have the same three surviving
candidates as we had at that point in the “Standard™ tableau: am|1sg/, 1s(sg], and
aref]. In the “Standard” tableau, the next constraint to be considered was Max(r),
which served to eliminate is[sg] and are(/, leaving am|[1sg] as the winning output
form. In the Kent tableaun, by contrast, the next constraint to be considered is

** In Bresnan and Deo’s analysis, there are many differences between the “Standard”

constraint ranking and that seen in the “Kent™ tableau — these have to do with getting the
entire paradigm to come out in numerous dialects. The 1ssues arising from that approach

need not detain us here.
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*1, which of course eliminates am[1sg] from the output candidate pool, since it
favors forms which are not specified for first person. This leaves only is/sg] and
are[] as potential output candidates.

The next constraint, Max(r), which served to eliminate these candidates from
the *Standard™ tableau, can now no longer perform that function. Since both
surviving candidates violate Max(r) it fails to select an optimal output form
from between them, and the evaluation process continues by checking the can-
didates against the next most highly-ranked constraint, The constraint *3, which
favors forms which are not specified for third person, also fails to distinguish
between our two surviving output candidates, since neither is so specified. It is
only when we get to the next constraint, *5G, which favors forms which are not
specified as singular, that the grammar allows us to eliminate isfsg/ as a poten-
tial ourtpur candidate, leaving only the massively underspecified “default™ form
are[] as our winning candidate, and thus the optimal output form. As you will
recall, this 1s correct for the Kent variety.

The third variety treated by Bresnan and Deo (2001) — and the variety which
allows us to explore their model of morphosyntactic variation in detail, is that
which they call “Kent variable.” To account for this output, which shows, as
vou will recall, variation between am and are in the first-person singular, Bresnan
and Deo expand the computational power of the Optimality Theoretic grammar
by adding one more component to it: “stochastic perturbation™ of real number
based rankings. In traditional OT, as described above, the constraints are simply
rank ordered — the distance between anv two adjacently-ranked constraints is
always the same (one “step,” if you will). Under the constraint ranking system
envisioned by Stochastic Optimality Theory, each constraint is assigned a
numerical value, so that the distance between any two adjacentlyv-ranked con-
straints could be a very large one or a very small one.

Imagine, for example, in the Kent tableau given in igure 8.9 that the numerical
ranking value of the constraint *2 is 0.75, that that of *1 is 0.60, and fAnally
that the numerical ranking value of Max(r) is 0.58. The relative ranking of
these constraints will be just as in the nonstochastic version sketched above:
*2 will outrank, at 0.75, *1 (whose value 1s 0,60}, which will in turn outrank
Max(r) (ar 0.58). However, crucially, *2 outranks *1 by a much greater amount
than that by which 1 outranks Max(r). To this more explicitly detailed con-
straint ranking model, Stochastic Optimality Theory then adds the notion of
“stochastic perturbation,” whereby the rankings are, on any given computational
“run” through the grammar, each multiplied by a random, i.e., “stochastic,” factor,
Those constraints which are ranked one above the other, but with a considerable
distance between them, will not be affected in their ranking by the relatively
slight changes in numerical ranking value induced by the stochastic factor (so in
our tableau the constraints 2 and *1 will not be likely to change their ordering
under stochastic perturbation). However, those constraints whose separation 1s
relatively small, such as the constraints *1 and Max(r) under the assumptions
sketched in this paragraph, can have their values “perturbed” to such an extent
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of the world™)! Note in particular the striking contrast between the earlier claim
of these authors that “variation is part of the internalized knowledge of lan-
guage — the linguistic ‘competence’ — of speakers,” with the claim above that
“|t]he specific choice of variant outputs is nof determined solely by the grammar,
and stochastic evaluation provides an explicit model of this fact.” Stochastic
perturbation must be either, as the first quote would indicate, part of the inter-
nalized linguistic competence of the speaker, or a way to tweak our models
because of gaps in our knowledge of the world, but it cannot be both.

The following passage is somewhat more explicit about the details of the
model, building on Boersma and Hayes (2001). Note, however, the frequent use
of some crucially undefined concepts.

It 15 well known from sociolinguistics that macro-level factors — such as the social
meaning of an expression in a certain context — affect variation. While some
aspects of social meaning could be grammaticalized into the contents of expressions
and constraints (morphological markers of politeness levels, for example), other
social aspects could be independent of the grammar fragment/partial theory in
question, constituting “noise”™ to the syntactician, perhaps. A third way that socio-
linguistic factors could affect variation is by systematically boosting or depressing
selected constraints. A model of this effect is given in (16) (adapted from Boersma

and Hayes, 2001: 82-3):
(16) effective ranking = constraint ranking; + styleSensitivity, - Style + noise

Here styleSensitivity 1s a constraint-specific value added to the constraint ranking:
when positive, a constraint’s ranking is boosted; when negative, the ranking is
depressed; and when zero, the ranking is unaffected, or stylistically neutral. Style is
a continuous variable ranging from 0 (for most casual style) to 1 {for most formal).
According to this model, the rankings of various “style sensitive™ constraints may
covary (directly and inverselv) with the speech style. These covarving subgrammars

could be viewed as representing sociolinguistic competence. (Bresnan & Deo 2001;:
37-8)

The passage defines some terms mentioned in the quotation from a somewhat
later paper by Aissen and Bresnan (2002), but, as mentioned above, gives rise to
a number of unclarities. Whart is a “*grammar fragment/partial theory” and who
cares what is independent of it?* What are “covarying subgrammars”? Are these
the same, or different from, Kroch’s “dual base” systems? What is “sociolinguistic
competence” and how do “covarying subgrammars™ represent it? Is it different
from the authors’s earlier mention of “linguistic” competence (which “variable
output™ was also taken to be a hallmark of)?

A rather clear sketch — though one that is not consistent with many of the
quotations given above — of how these issues come together for some proponents

¥ After all, “phonology™ could be absent from a “grammar fragment/partial theory” of

English, but does that tell us anything?
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of Stochastic OT can be seen in Slide 47 from Aissen and Bresnan (2002), In
response to the self-posed question, “Does it make sense to derive frequencies
of usage from grammar?,” they note the following:

Knowledge of the grammarical structure of a particular language is represented by
the {mean) ranking values of the constraints. Extra-grammatical factors affecting
I-EI.]'[HU.E.EC Usc arc rEPrCEEnth I.'J:r' tl'.l.l'_‘ 1l."EIl'iEI.Il'lli'_'i'l'- t]'.l.ﬂl.' PCTI.'IJ]'I.'} tl'.ll'_‘ ranl-dngs. S-ﬂ L'E.L']'l
“competence” grammar (= set of ranking values) is embedded in a "usage™ gram-
mar (the stvle and noise variables). This embedding enables a much richer array of

evidence to be used in studies of grammar than with classical approaches. (Aissen
& Bresnan 2002: Shide 47)

The first sentence of this passage stands in stark contrast to the claim by Bresnan
and Deo (2001) that a Stochastic OT grammar represents the knowledge of
language (“linguistic competence™) of a speaker. In this discussion, the OT gram-
mar without any stochastic perturbation is taken to represent grammatical knowl-
edge, and the stochastic perturbation is an “extragrammatical™ factor.

As 1 have had occasion to argue extensively at several points in this book, no
one to mv knowledge has ever maintained that all aspects of human behavioral
output in the language domain are the result of grammatical computation.
Grammars do not tell one what to say, how loud to sav it, how tast to talk,
which language to use on a particular occasion, nor do they control many other
fascinating dimensions of human behavior. That the output of the grammar is
subjected to postgrammatical transduction and computational processes is quite
clear. What is unclear is what advantage might arise by labeling some or all of
these processes elements of a “usage™ grammar.™ Expanding the term “grammar”
in this way only makes seemingly intriguing statements, such as “[t]his embed-
ding enables a much richer array of evidence to be used in studies of grammar
than with classical approaches,” statements which are repeated like political slogans,
incredibly mundane. It is, after all, fairly obvious that if I link some number of
additional formal svstems to that of the “*competence™ grammar (i.e., the “gram-
mar™ as that term has been used in late twentieth-century linguistics), e.g., that
of planetary motion (call it a “planetary grammar™), that a “*much richer array”
of evidence will be used to study “grammar”™ (which term now has been ex-
panded to include the systems which underlie planetary motion). But have we
learned anything by taking distinct systems, each of which could (and, as we
have seen, almost certainly must) be studied independently, and treating the diverse
evidentiary foundations for their study as a unitary body? I fail to see how we do.

Some amount of the “rich array of evidence™ must be used to construct the
“competence grammar,” which does not generate variant output. This is, of

*  Note that the passage from Aissen and Bresnan (2002) starts out calling the factors
which are now being said to be part of the “usage grammar”™ extragrammatical. S0 why

call 1t a “usage grammar™?
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course, the type of evidence exploited by “classical approaches™ to the study
of linguistic competence. The rest of this “much richer array of evidence” is to
be *accounted for” by positing a stochastic perturbation of the *competence”
grammar’s constraint ranking — but if the “stochastic perturbation™ is simply an
admission that, for the relevant phenomena, we have a “gap in our knowledge of
the world,” then are we actually using this new kind of evidence in anv mean-
ingful sense?

It we ask ourselves what the Stochastic Optimality Theory approach has
gained us over an approach which posits only categorical grammars for the case
of the “Kent variable™ variety of English whose analysis by Bresnan and Deo |
have sketched in some detail above, it is not difficult to see, in my opinion, thart
we have learned very little indeed. After all, a perfectly plausible explanation of
the “Kent variable” darta, one that — unlike the Stochastic OT approach — doesn’t
separate such variation from the real sociolinguistic context in which the data
was gathered, can be readily constructed. The “Kent” variety has, as noted above,
a first-person singular present tense noninverted form of the verb to be are,
where the “Standard™ variety of English has am. It seems not at all implausible
that many if not all “Kent™ speakers are aware of this difference between the
English they experience in the media, in books, and from non-Kentish anglophones
they meet on a dav-to-day basis, and their own dialect. It would not be ar all
surprising if the choice of which form to use in a particular context carries social
significance. Some Kentish speakers, plausibly, have experienced more exposure
to the standard than others; some, doubtless, feel less comfortable using Kent
dialect forms with non-Kentish individuals than others, etc. If a speaker in Kent
occasionally used the Standard form instead of the Kentish one, or if a speaker
who generally, in her/his day-to-day life, speaks the Standard a great deal were
to provide the linguistic Aeldworker with Kentish forms with less than perfect
consistency in the course of the Survey of English Dialects interview, who would
be astonished? The mixture of forms from different dialects for social effects
is a well-known attribute of polvdialectal speakers; that it occasionally worked
its way into the SED materials is to be expected. “Kent variable™ is variation
between grammars, not “covarying subgrammars,”™ nor a “single Stochastic OT
grammar” producing variable output. There is simply no compelling reason to
complicate our understanding of the pursuit in which we are engaged with such
notions, nor with “usage grammars”™ next to “(competence) grammars.” Ripping
the subtle and complex sociolinguistic processes which give rise to variable
linguistic bebavior by individuals our of their social context is emphatically not
the way to develop a richer understanding of this interesting phenomenon.

Finally, ler me make a general point about positing grammars which give rise
to multiple outputs. There is no denving (and to my knowledge, it has never
been denied) that the output of humans is variable. This variability is certainly
not limited to what one might term “subgrammarical”™ variation (e.g., in the
precise height of an [@&] within the a space), but includes variation along dimen-
sions normally regulated by grammatical knowledge. There are several possible
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Figure 8.10: The natures of sociolinguistic variation

explanations for this phenomenon, the most plausible of which I have sketched
in fAigure 8.10.

At the leftmost portion of the figure we find Explanation A. As in all the
scenarios to be discussed, the speaker generates two distinct forms of outrput for
“the same” communicative intent, let’s say.”” The outputs are labeled O, and O,.
Under scenario A, each outpurt is generated by a different grammar. The speaker
in question is bidialectal or bilingual, so, of course, produces two types of beba-
vioral output. Type A phenomena must exist, barring quite bizarre assumptions
about the mental states of, e.g., Chinese—English bilinguals.

Under the model in B, by contrast, the speaker is getting variable behavioral
output out of a single mental grammar. This is done by direct modification
of the grammar’s output by what [ have termed earlier a grammatical
postprocessor which “translates” the speaker’s output forms into a new shape,
usually for prestige reasons. Basically, the speaker is feigning bidialectal or
bilingual competence. Tvpe B can be experimentally distinguished from Type A
because the postprocessor requires higher order cognitive engagement than does
grammatical computation, and thus falters under distraction or other perform-
ance impediments in ways in which the grammar itself does not. Again, Type B
phenomena must exist, since I can fake an unfamiliar English accent after an
hour's training. Of course, | cannot take it well atter so little exposure, but, afrer
all, that’s kind of the point.

In the Type C scenario, there is again a single (relevant) grammar in the mind
of the speaker, and that speaker is not using a postprocessor to modify the
output of that grammar. Instead, the grammar itself directly generates doublets,
much like the Stochastic OT model we considered earlier in this chapter. The
question naturallv arises as to whether we should supplement our theory of the
nature of grammars by expanding them such that they have this capacity - i.e.,
do Type C phenomena necessarily exist? We already have two ways of explain-
ing the relevant type of variant behavioral output, and each of these two, it

¥ 1It's a matter of some difficulty to know what to label the rn:|at1'nn5hip between what

people call “varianes,™ so Ill leave it in this rough form.
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seems, must exist. I can’t imagine what evidence could not be accounted for by
one of the already necessary types of explanation (Types A and B) such that we
should make our theories more powerful in order to have a third mechanism for
getting variable data. Doing so would appear to be a rather blatant violation of
Occam’s Razor.

8.3.3 Relevance of the foregoing for the study
of diachronic syntax

What, the reader may be wondering at this point, does this digression into the
world of variation have to do with the study of diachronic syntax, or, indeed,
diachronic linguistics generally? The most significant issue which arises from
variationist and probabilistic approaches to sysrchronic linguistic svstems, which
is the real essence of the models discussed above, is simply this: if grammars
were to directly generate multiple outputs for the same input, as such models
hold, our understanding of the nature of “change” (and thus of what it is we
need to explain when positing a particular theory of historical linguistics) would
need to be significantly revised. In particular, we would need theories of change
to account tor the shifting frequencies we see in a Kroch-type model (since those
shifting frequencies are properties of the grammar itself, and change is abour
differences in grammars), or changes in the numerical ranking values (and
“stochastic perturbation,” unless that is a constant) in a Stochastic OT grammar
(since, again, these numerical values are part of the grammar itself, and change
is about differences in grammars). We would still need a comprehensive theory
of diffusion (as opposed to change) events as well, a sociolinguistically sensitive
one, of course, since such factors clearly play a central role in diffusion events.
The distinction between an innovation and the spread of that innovation would
be difficult to discern in such a complex model, it seems to me, and, as I have
argued in some detail above, it is hard to see what the field might gain by
making the waters, already difhcult to see through, even murkier in this manner.

8.4 Conclusion

| have not regaled the reader with long, detailed accounts of complex data sets
in the diachronic syntax domain in this chapter, opting instead for a general
account of those avenues in this new field which seem likely to be profitable to
pursue, and those which seem, to me, less so. We turn in the next chapter to a
consideration of how a *lexical features™ approach to syntactic change, such as
that envisioned by the Minimalist Program, might inform our pursuits in light of
a specific, data-rich example: the development of clitic systems. We will also
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consider, in that chapter, the interaction between (diachronic and synchronic)
phonology and syntax in the evolution of such systems.

8.5 Discussion Questions and Issues

Discuss the seemingly confused argument, presented in this chapter, that
whereas syntactic change proper does not exist, nevertheless it may be useful
to use the term “syntactic change™ to label a set of diachronic phenomena.
Why might it be useful?

Included in Lightfoot’s list of “distinctive characteristics™ for parametric
changes is the assertion that “new parameter settings . .. also sometimes
set off chain reactions.” Discuss the concept of *chain reaction,” which is
frequently encountered in both the phonological and syntactic diachronic
literature. What criteria can be used to decide when, given a chronological
sequence of changes A, then B, then C, the researcher is entitled to consider
A—B—C a “chain reaction,” and when not? Do changes B and C need to be
“inevitable” for this to be a “chain reaction” (and if they are inevitable, how
can they fail to happen immediately upon the change A’s taking place)?
Lightfoot also notes that “changes involving new parameter settings tend to
take place more rapidly than other changes.” Again, the idea that some
changes are “rapid” and others “gradual” is widespread in the literature on
both historical phonology and historical syntax. Discuss what these terms
might mean and how they might be applied to diachronic research.

How does Kroch use the concept of the “Blocking Effect” to justify the
assumption of “competing grammars” as a model of syntactic variation?
Discuss the details of the so-called “Constant Rate Effect.” Why is it thought
to be significant, and what problems arise regarding it?

Imagine that Ellegird is correct, and each verb in the history of English has
its own path of diachronic development as far as do support goes. Whart do
the statistics used by Ellegard and Kroch and his students tell us? What are
they measuring?

Discuss the role of stochastic processes in modeling human grammars, con-
sidering the various claims cited in the discussion of Stochastic Optimality
Theory. Are there truly stochastic processes in other observed computational
systems with which yvou might be familiar?



9 The Diachrony of Clitics:
Phonology and Syntax

9.1 Wackernagel’s Law: Traditional
Diachronic Syntax

Although there has been considerably less traditional work on diachronic syntax,
when compared to the relative wealth of studies available in the phonological
domain, there is at least one quite famous accomplishment in this area: the
generalization usually known as “Wackernagel’s Law.” As a leading Indo-
Europeanist notes {(Watkins 1964: 1036): “One of the few generally accepted
syntactic statements about Indo-European is Wackernagel's Law, that enclitics
originally occupied second position in the sentence.” In this section we will review
the principal claims of Wackernagel (and subsequent researchers) regarding this
“law,” pointing out some of its major accomplishments and, at the same time,
some of its shortcomings. We are particularly interested in exploring how research
on Wackernagel’s Law is related to then-current general conceptions of the nature
of syntactic systems, as reflected in synchronic {and, of course, diachronic)
research on syntax. Finally, as an example of a domain within which diachronic
syntactic research has shown considerable promise, we will turn to the more
seneral consideration of the diachrony of clitic systems, both with respect to
their origins and to specific diachronic developments within existing systems.

We will focus our discussion of Wackernagel’s Law on evidence trom a single
language in an effort to keep the complexities offered up by each individual
archaic Indo-European language to a minimum. The data we will use will come
primarily from that of the earliest attested Sanskrit — the Sanskrit of the Rigreda.'
This language offers a wealth of evidence regarding clitic behavior (much of it
cited by Wackernagel in his original article), and is a language that we have
made some progress in understanding the syntax of in recent years.

To begin with some general observations on Rigvedic syntax, we should point
out that the word order of that language is what one would generally have referred

' This section builds on Hale (1987).
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to as “free.” The question of whether or not this freedom results from systematic
manipulation (via movement processes such as topicalization and focalization,
for example) of a more fixed base order, whatever such a term might mean, has
not been fully clarified at this time. It does however seem to be the case that we
can fruitfully investigate the structure of the Sanskrit clause by examining the
distribution of elements which appear to have a more or less fixed position in
the clause. At least two types of elements fit the bill: interrogative and relative
pronouns (the so-called “wh-words™ of contemporary syntactic theory) and the
Wackernagel’s Law clitics themselves. Since the placements of these two sets of
elements show interesting interactions, it is worth our while to survey the dis-
tribution of wh-words, even though our real interest will be in the clitics.
That interrogatives show a strong tendency to occupy initial position in their
clause has been known at least since Delbriick (1888: 24), As we have said
above, the generalization known as Wackernagel's Law asserts that clitics occur in
“second position” in their clause. In the archaic Indo-European context, “second
position”™ was defined as “after the first stressed word” (rather than after the first
constitutent, e.g., as in many other languages).” That both the statement regard-
ing interrogative pronouns and that involving Wackernagel’s Law clitics do not
tell the whole story can be quite readily seen from examples such as (9.1).°

(9.1) brabma ko vah saparyati
priest-NSg which-NSg vou-APl honors

“which priest honors vou (pl)?” (RV 8.7.20c¢)

The interrogative pronoun is not in “first™ position in its clause, nor is the pro-
nominal clitic vab, whose behavior should be being regulated by Wackernagel’s
Law, in second. Understanding why clauses such as that in (9.1) are found in the
language of the Rigveda will bring us a considerable distance in developing an
understanding of clitic syntax in that language.

Of course, Delbrick would not have made his generalization about interroga-
tives, nor Wackernagel his abour clitics, if the bulk of the data offered by the
language of the Rigveda did not support their assertions. Indeed, interrogatives
do normally occur in clause-initial position, and Wackernagel’s Law clitics in
second. Trivial examples of this type, which could be easily multiplied, are given
in (9.2) and (9.3).

* It seems clear that this property of clitic distribution is related - ar least in some
contexts — to the freedom of word order in archaic Indo-Furopean languages, especially

to a seeming lack of respect for constituency generally. The matter is explored in greater
detail in Hale (1996).

* In the examples in this section, clitics will be bold faced in their sentential context to

aid the reader in their indentification.
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In addition, the exceptional behavior ot the Wackernagel's Law clitic in (9.1)
is, as it turns out, a consistent pattern of structures which involve both wh-
movement and “topicalization,” as we can see in (9.8) and (9.9).°

(9.8) idbmadm Vds te jabbdrac  chasramanadh
kindling-ASg who-N5g vou-D5g would-bear exerting-oneself

“who would bear the kindling to vou, exerting himself” (RV 4.12.2a)

(9.9) 4 yim te $yend usaté jabbdra
hither which-ASg you-DSg eagle-NSg desirous-DSg brought

“which the eagle brought hither for desirous vou™ (RV 3.43.7h)

Since Wackernagel's Law would require that the pronominal clitic te in these
examples follow the first word (which, in these clauses, is the same as the first
constituent), we are dealing with a consistent pattern of exceptions. In fact, there
are no instances of pronominal clitics of the Wackernagel type in a position to
the left of a fronted wh-word in the language of the Rigreda.” But it would not
be correct to say that Wackernagel’s Law clitics in general do not appear in their
expected positions in wh-clauses which also show topicalization. The examples
in {9.10) and (9.11) show monpromominal Wackernagel’s Law clitics in such
structures, and they occupy their expected Wackernagel's Law position.

(9.10) dsmanam cid  yé bibhiddr vacobhib
rock-ASg Emph who-NPl smashed words-1P]

“who smashed even rock with (mere) words”™ (RV 4.16.6¢)

(9.11) wtd wva yo no marcayad — dandagasab
also or who-NSg us-APl would-harm innocent-API

“or also who would harm us, though innocent™ (RV 2.23.7a)

In (9.10) we see the so-called “emphatic™ particle — a Wackernagel's Law clitic
— ¢cid in a clause which contains both a wh-word (vé€) and a “topicalized™ ele-
ment (dsmanam), but this clitic takes its position after the first word of the
clause, as Wackernagel's Law requires. The matter is even clearer in (9.11},
where the nonpronominal Wackernagel’s Law clitic #d ‘or’ occupies the ex-
pected Wackernagel’s Law position after the first word, but the pronominal
Wackernagel's Law clitic #o sits in the “exceptional,” post-wh-word position
we saw for pronominal clitics above. There can be no question of a “suspension”

® Note the minimal contrast between (9.6) and (9.8).

Nor, for that matter, in Homeric Greek. The constraint appears to be an old one, not

surprisingly, as we shall see.
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of Wackernagel's Law in this clause, since we need to account for the placement
of va.*

The placement of the emphatic Wackernagel’s Law elements, like c¢id in (9.10),
can be dealt with readily, but a discussion of the vd and pronominal tvpes must
await a more detailed consideration of our modern understanding of clitic
behavior, to be explored later in this chapter. In the cid case, it would appear
that emphatic clitics of this tvpe attach to the emphasized element (rather than,
e.g., to the clause as a whole).” Since an emphasized element such as dsmdnam
‘rock” in (9.10) is subsequently subjected to “ropicalization™ (because of the
syntax and semantics of “emphasis” in the language, one assumes), any clitic
which is artached to the emphasized element will find itself in apparent
Wackernagel’s Law position, te., after the first word, the first word being pre-
cisely the element that the clitic rode in on, in some sense,

What this discussion reveals guite clearly, especially when coupled with the
distinct placement of vd-type clitics and pronominal clitics in examples such as
(9.11), and manv others of that type, is that there is no unitarv phenomenon of
“Wackernagel’s Law” in archaic Indo-European languages nor, presumably, in
other languages. For a number of distinct reasons, some of which we have not
vet explored, a variety of “unstressed” enclitic elements happen to come to occupy
positions near, but not at, the beginning of their clause. In manyv clauses (e.g.,
those lacking wh-elements, and thus providing no indication as to the precise
location of the specifier of C position in the observable string) it appears these
elements are piling up in the “same™ position, but this is a mirage. For example,
in (9.3), repeated here as (9.12) for vour convenience, under the traditional
analysis the clitics vd and fe are “piling up” in “second position.™"

(9.12) kéna vd te mdnasd  ddsema
by what-ISg or you-DSg intent-ISg we-worship

“or bv what intent would we worship vou?” (RV 1.76.1d)

However, since we now know that if one were to emphasize mdnasd in such a
clause, the resulting string would be manasa va kéna te dasema, rather than the
" In any event, it's completely unclear what a “suspension™ of Wackernagel’s Law might
mean. It is of some interest that in hiving languages which display Wackernagel’s Law
phenomena, we don’t hnd apparent “optionality™ in its application, as is so often
assumed for archaic Indo-European languages.

* There are, in fact, interesting complications in this domain, but they need not detain
us here. See Hale (1996) for further discussion.

""" Note that their ordering in this Wackernagel’s Law procedure must be stipulated, and
it would appear to be completely due to chance that when the two clitics are reased
apart, e.g., by the effects of “topicalization,” it is v that ends up afrer the first word and
te which ends up after the fronted wh-word. If the clitics, on the other hand, are analvzed
as having been placed by distinct processes, their ordering can be made to fall out from

the nature of those processes, rather than by stipulation.
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ungrammatical *mdnasd va te kéna dasema, it is apparent that these two ele-
ments are being positioned not by a single, monolithic “Wackernagel's Law,”
but rather by two different algorithms, which place the elements from these two
classes of clitics (“disjunctive™/“conjunctive” wvs, pronominal) in two distinct
“second positions.” That the distinction between these two positions only emerges
under certain structural conditions is consistent with many other discoveries
about the nature of syntactic phenomena in the modern era.

Again, we see that the traditional approach to linguistic matters — now in
syntax, as we saw earlier in phonology - fell short in developing an empirically
or structurally satistyving account of a particular phenomenon. It is important to
appreciate the massive amount of analytical work which supported Wackernagel’s
pioneering research regarding clitic distribution,’' of course, but it is also, in my
opinion, worth considering just whart stood in the way of the development of a
fuller account of the data. At the end of Section 8.1, 1 discussed the fact that
I thought that one explanation tor the lack of progress in research on synractic
change had been the failure of pregenerative scholars to recognize the import-
ance of null functional elements — L.e., of the inaudible structural elements which
provide the basic structure of the clause.'” The idea that the position into which
wh-elements move is present regardless of whether or not it is filled {and thus
“wisible™ in the data set) and that one must try to understand the placement of
clitics relative to this often phonologically null piece of clause structure is
radical and modern. It is as significant a development for our understanding
of linguistics, diachronic and synchronic, as similar moves towards ever more
abstract models in the natural sciences. By embracing this more abstract under-
standing of what, exactly, a sentence is, new insights can be gleaned into well-
known diachronic phenomena such as “Wackernagel’s Law.”

In the coming sections of this chapter, the basic framework within which one
may account for the behavior of disjunctive/conjunctive clitics such as Rigvedic
rd ‘or’ and ca ‘and,” as well as that of the pronominal clitics we have seen
above, will be presented.

9.1.1 “Simple” clitics and “special” clitics

It has been traditional since the late seventies to adopt the terminology proposed
by Zwicky (1977} in discussions of the typological properties of clitic systems.

11 ,"-"L|thnug|1 we would be remiss not to point out that the nriginal g::nv:ra]izatinn now

known as “Wackernagel's Law™ was formulated in Bartholomae (1886), for Avestan,
well before the much more comprehensive and cross-linguisticallv supported analvsis
presented in Wackernagel (1892).

' Just as, in much the same way, the failure to recognize the importance of the
structural and computational properties of the abstract system which underlies phono-

logical behavior has been an impediment to progress in that domain.
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While we will see that the terminology is, in the end, somewhat mmadequate, the
widespread use of these labels makes the classification proposed by Zwicky a
useful jumping-off point for our survey. Building explicitly on Zwicky, Anderson
(1992) gives the following “working”™ definitions of clitic subtypes (assuming all
clitics are prosodically deficient):

* Simple Clitics *are elements belonging to some syntactically well-defined
type ..., appearing in a position where the normal principles of the syntax
might in principle sanction a member of the relevant category™ (Anderson
1992: 18)

* Special Clitics “appear in some special, designated position where no rule
normally applicable to items of their lexical class would locate them. The
best-known class of such special clitics is the set of second-position clitics
that appear in many languages” {emphasis in original; Anderson 1992: 20).

A classic example of Zwicky’s “Simple Clitic” type can be seen in English third-
person object pronouns with the phonological form /am/. This pronoun is used
for both singular and plural objects (whereas the stressed, or tonic, pronouns
bim, ber, it, them distinguish number): He bhas seen [om] ‘He has seen him/
them.” This clitic is prosodically deficient (a necessary property for a clitic), as
can be seen from its ill-formedness under contrastive stress (focus stress is indi-
cated by the acute accent in this example):

(9.13) *I didn’t see hér, I saw [fam].

The “simple” (as opposed to “special™) status of Modern English fam/ can be
deduced from the fact that in general this clitic pronominal object occurs in the
same position as fully tonic NP objects: He has seen the articles.

This contrasts sharply with a classic example of a “special™ clitic: French object
pronouns. Compare the following sentences:'’

(9.14) Il les a4 vus,
he them, has seen

“He has seen them.”

(9.15)  *II les articles a  vu(s).
he the articles has seen

“He has seen the articles.”

'* The parentheses on vu(s) in (9.15) and (9.17) are merely intended to indicate that the

(normally inaudible) agreement -s is irrelevant to the grammaticality of these strings —

they are ungrammatical with, or without, agreement on the participle.
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(9.16) Il a vu les articles,
he has seen the articles

“He has seen the articles.”™

(9.17)  *ll a  wvu(s) les.
he has seen them

“He has seen them.”

The contrast in grammaticality between (9.14) and (9.15) reveals that the clitic
les may occupy a position which the phrasal object (i.e., the nonpronominal,
nonclitic object) may not. On the other hand, the contrast in grammaticality
between (9.16) and (9.17) reveals that the phrasal object may occupy a position
which the clitic object may not. Since the nonclitic object occupies the position
which all other (nonclitic) verbal complements occupy, it seems sensible to take
the clitic objects as having been “displaced™ from this base position. It is this
“displacement™ - lacking in the case of English [am] — which makes the French
object clitics “special,” as opposed to “simple,” clitics. While the word order of
Rigvedic Sanskrit is much more opaque (to us) than is that of contemporary
varieties of French, it seems likely that the pronominal clitics discussed for the
language of the Rigreda are “out of position™ (since they are consistently placed
in a position near the start of their clause and are fully stressed, whereas nonclitic
arguments in the same case are not), and thus represent “Special Clitics.”

9.1.2 Mechanisms of displacement: ways to be “special”

If the essence of “special”-ness, with respect to clitics, 1s being “out of expected
position,” it makes sense to ask the question: what are the available grammati-
cal mechanisms which could lead to the displacement we see with such clitics?'
There appear to be two general types of mechanisms which have been invoked.

Mechanism 1: syntactic “movement”

While the details are gquite complex and needn’t detain us here, the standard
analysis of “special” pronominal clitics is that they undergo bead movement to

'* 1 am attempting to be relatively neutral about the precise meaning of “displacement™

— the usual metaphor in East Coast circles is “movement.” Any model of syntactic know-
ledge would appear to require a procedure or system for indexing the *expected position”
of an element (e.g., object position after “see™ for “what™ in “Whart did John see?™) and
its “surface™ position. The relationship between surface position and “expected™ position

15 what I am calling “displacement.”
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some well-defined syntactic position. Nonclitic arguments, by contrast, being
(and remaining) phrasal, cannot undergo “head”™ movement and thus can never
occupy “the same™ position as pronominal clitics. Movement (or adjunction) to
C 1s a popular version of this pronominal clitic movement.

We will continue to use examples from the Rigreda as the basis for our
discussion of Wackernagel’s Law. This gives us a direct connection to the claims
and analyses of Wackernagel himself (who used a great deal of Rigvedic data
in his original paper), and, as noted earlier, provides us with a particularly
rich source for data on clitic behavior. Example (9.18) shows the pronominal
clitic me in “second position,” as predicted by the traditional formulation of
Wackernagel’s Law (henceforth sometimes abbreviated as WL)., The tree in
(9.19} shows how such a positioning of the pronominal clitic would come about
under the assumption that pronominal clitics are displaced into C.

(2.18) vo me hiranyasamdrso | ddsa rajio amanhata
who-NSg me gold-looking-APl ten king-GSg granted

“who granted me ten gold-looking ones of the king™ (RV 8.53.7ab)

(9.19) CP
o c
C Ir
me
1
1
1“ o
Kh hiranyasamdrso dasa rapno t, amanhata
~ !
~ Y,
T- g

Note that although “Wackernagel's Law™ (which allegedly gives rise to the
“second position™ clitics alluded to by Anderson above) states that WL clitics
oo “in second position,” this is (in the case of these pronominal clitics) an
accidental byproduct of the fact that placing the clitic in C will have the effect
of causing it to be very near the start of the clause, separated from it only by
whatever material may appear in the specifier of CP (i.e., SPEC, CP), or in an
even higher functional projection, such as the “topicalization™ site mentioned in
the last section.'” Support for the notion that clitics move to C, an idea initially

15

The reader might well wonder what hEl]’JFIETIE it there 1s nnthing in the sp::ciﬁfr of CP.

This issue will be treated in some detail in what follows.
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as (9.23), which involve the coordination of matir updsthe *in the lap of the
mother® and vdna a ‘inside the wood’:

(9.23)  sabdsradbdro asadan ny asme [ mdtir uprdsthe
1000-flowing-NSg sat down us-LPl mother-GSg lap-LSg

vdna a ca somab
wood-L5g P and soma-NSg

“thousand-flowing Soma sat down by us in the lap of the mother and
inside the wood” (RV 9.89.1cd)

The second element of this conjunction can be represented as in the tree in (9.24),

(9.24) ConjP
TN
Conj PP

cda T
N

vdane

w

::tl'\..

Just as va sat, unhosted, at the left edge of its domain (the DisjP) in (9.22), ca
in (9.24) 1s also unhosted at the left edge of its domain, the conjunctive phrase
(ConjP). We thus anticipate the need for a “prosodic flip” in such a structure
such that ca will be appropriately hosted within its domain. Such a flip, as
Halpern argues in detail, and as I have mentioned above, should be minimal.
However, as we can see by its accentuation (and know, in any event, since it is
an “open class™ lexical item), vane would represent a perfectly good prosodic
host for the conjunctive clitic ca in this string, Why, then, do we not find vane
ca a in the ourput (like the wgrd va indrab of (9.22))?

The reason for this seemingly unexpected behavior of ca in (9.23)/(9.24) is
to be derived from a special property of the prosodic relationship between post-
positions and their objects in Rigvedic Sanskrit. It appears, in particular, that
postpositions which govern nonbranching N’s in Sanskrit form a phorological
word with that N. We can see this from, among other things, the fact that,
whereas word-final s normally becomes b before p (and some other segments) in
Sanskrit, in (9.25) the seemingly word-final s of divds is preserved.

(9.25) divas pdri
heaven-AblSg from
“from heaven™
The preservation of the s of dirds finds a straightforward explanation if it is the

case that this s 1s phonological word internal after phonological words are
constructed and does not, therefore, meet the conditions (“word final™) for the
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debuccalization. This, in turn, entails that postpositions and their nonbranching
N complements are built up into a single phonological word by the prosodic
phonology of the language of the Rigreda.

Given this, vdna a should also represent a phonological word. The first possible
host for ca in the tree above is thus not vdre (which is no longer a phonological
word — i.e., is something less than a phonological word) but rather the newly-
created phonological word vdna a. If ca placement were symtactic in nature, this
would make no sense, since the syntax has no access to information about
phonological (as opposed to symtactic) words.

We are now in an excellent position to return to a consideration of the data
on “disjunctive” vs, “pronominal™ Wackernagel’s Law clitics from the previous
section. Let us first consider the data of apparently well-behaved clitics (well-
behaved from the perspective of the rraditional statement of Wackernagel's
Law) which we saw in examples such as (9.12), repeated below as (9.26).

(9.26) kéna vd te mdnasd  dasema
by what-I5g or you-DSg intent-ISg we-worship

“or by what intent would we worship you?” (RV 1.76.1d)

In sharp contrast to the traditional analysis, which rakes such clauses as an
instance of the “piling up” in second position of Wackernagel’s Law clitics, we
now see that a plausible syntactic analysis of this string would have the form
seen in the tree in (9.27)."

(9.27) DisjP

Disj P

I-"l:i /\
SPEC '
keérna /\
P
1 C P
\ o

o

SN tpmdnasa v dasema
T
=’ /

S, -
T e

This would vield the following string as input to the prosodic phonology, where
I have marked the disjunctive phrase, since this is the domain of the clitic va:

" Although I have taken a position on the ordering of elements before they have moved

out of the IP, this is for convenience only. The detailed analysis of Sanskrit word order

remains a desideratum.
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(9.28)  [pipe vd kéna te t; manasa t; dasemal

Clearly, va is unhosted on its left within its prosodic domain (the DisjP). As
expected, the “prosodic flip” is thus triggered, as represented in (9.29),

(9.29) wva kéna“te t, mdnasa t; dasema

The result of the “prosodic flip” is the observed phonological linear order, kéna
vd te manasd dasema. One can see just how different this analysis is from one
which invokes a monolithic Wackernagel's Law.

Key support for this break-up of Wackernagel's Law into a set of component
processes is provided by structures of the type seen in (9.11) above, repeated
here as (9.30).

(9.30) wtda va vo no marcavad — andgasab
also or who-N5g us-APl would-harm innocent-API

“or also who would harm us, though innocent™ (RV 2.23.7a)

In this example the adverb wtd ‘also’ has been “topicalized.” The entire relative
clause wtd vo no marcayvad dandgasab is being disjoined from another relative
clause, and thus represents a DisjP. As expected, the wh-word ydb (which
surfaces in this context as yo) has undergone movement to the specifier of C
position, utd, having been “topicalized,” sits in the specifier of the Top position,
and of course the pronominal clitic nal (surfacing as n#o in this context) has
moved to C. All of this can be seen from the syntactic output tree for the
sentence in (9.31).

(9.31) DisP
Dis TopP
v /\
SPEC Top’
H.Efj /\
Top CP
SPEC C’
YO /\
Ilil'
. C P
A 0
AN
~ \

SN, G tomarcdyad dndgasab

Rt S
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This gives us the following input to the prosodic phonology, once again with the
left edge of the disjunctive phrase (the relevant prosodic domain for the disjunc-
tive clitic va) indicated:

(9.32)  [pwp vd@ utd yo no t, t; marcayad anagasal

Here again, vd is not properly hosted within its domain, it moves in the phonology
to a position after the first appropriate host in that domain (u#d), giving straight-
forwardly the attested linear outpur, as in (9.33).

(9.33) wvd utd¥yo no v, v, marcayad andgasab

MNote that every operation 1s preciselv the same as that seen in the discussion of
(9.26) above — wh-movement to the specifier of C, movement of the clitic
pronominal to C, and the prosodic flip of vda. The apparent difference in the
placement of clitics in the output, with (9.26) seeming to respect Wackernagel's
Law for all of its clitics, and (9.30) seeming to respect it for vd, but violate it for
nal, is based purely on the absence of overt elements in the specifiers of C or
Top in (9.26) which could serve as actual signposts as to what precise position
in the string the clitics in question are occupving. The optimal analysis in such a
case is not to posit a rather ill-defined “Wackernagel’'s Law™ (with stipulations
as to the ordering of clitics, e.g., and a language-specihc definition of “second
position™) with empirical exceptions (such as the placement of sab in (9.30)),
but rather the more unified approach advocated here,

The interaction of mechanisms 1 and 2

The clitic pronominals of Rigvedic Sanskrit, and other archaic Indo-European
languages which show the effects of Wackernagel's Law, move to C syntactic-
ally. However, they are also prosodically deficient and therefore must be hosted
on their left. If they are not properly hosted when they emerge from the syntax,
they will undergo prosodic adjustment in the phonological component in the
manner just outlined. Such clitics will thus be doubly dislocated from their base-
generated position — once through the syntactic operation which adjoined them
to C and once through the phonological process which “flips” them over the
first available host.

A plausible example of this phenomenon can be seen in (9.34). This appears
to involve normal movement of the subject Noun Phrase (aydm devdb savita
‘this god Savitar’) into subject position (the specifier of IP) as well as movement
of the dative clitic me to C, as expected. The resulting syntactic structure is well-
formed, syntactically, but when the string is sent to the phonology, the prosodic
ill-formedness which results from a left-leaning clitic in initial position in its
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3. a “prosodically displaced clitic™ as one of either of the above types which
has undergone prosodic displacement in the phonology (we expect, there-
fore, to find “prosodically displaced syntactic clitics” and “prosodically
displaced simple clitics™).

We have seen an example of each type:

* nonprosodically displaced simple clitics: English “en in (9.13);

e nonprosodically displaced synractic clitics: the French object clitics in (9.14)-
(2.17); Sanskrit me *me’ in (9.18), Sanskrit simr ‘them” in (9.20);

» prosodically displaced simple clitics: Sanskrit va “or” in (9.22) and ca "and’ in
(9.23);

e prosodically displaced syntactic clitics: Sanskrit me ‘me’ in (9.34),

This list of examples reveals an important fact: we find all four types of clitic
distribution, but it would be inaccurate to say that we have a tvpology of clitics
here. One and the same clitic (e.g., Sanskrit me) can show up under more than
one classification (as is the case in the above-cited examples with Sanskrit me).
The typology 1s rather that there are two clitic types (as often assumed since
Zwicky’s work, though we will adopt the conceprual innovations regarding this
distinction introduced above), either of which may undergo, under appropriate
prosodic conditions, displacement.

9.2 What Can(’t) be a Clitic?

The typology given in the previous section makes no claims regarding what
types of linguistic entities mav be clitics, and what types may not, bevond the
requirement of prosodic deficiency. Nevertheless, it seems certain that the con-
trast between these two classes of entities will play a crucial role in the develop-
ment of a constrained theory of clitic diachrony (assuming what we are about to
show — that there are in fact at least two distinct classes of elements). It appears
from a survey of the literature on the clitics, that we do indeed find some entities
which can be clitics, and another set which cannot:*'

Can: pronominals, auxiliaries, modals (including “evidentials”), “adverbial
particles” {including *interrogative™ particles), articles (D), conjunctions,
disjunctions, emphatic “particles™;

Can’t:  “open class” lexemes (N, V, A, ... ).

*' Obviously, it is not the case that every element which could be a clitic in any given

language i1s in fact a clitic.
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The generalization seems to be that the more “functional” head syntactic
entities may be clitics, whereas the more so-called “lexical™ heads may not. We
might further ask whether there is a difference between what types of elements
can be “syntacticallv displaced™ (i.e., “special™) clitics, and what tvpes cannot.
It does seem that we are not completely in the dark on such marters, and 1 will
discuss in general the contrasts between these various categories below, but let
me point out a possible difference between the “syntactic” and “simple™ tvpes
of clitic which has not been given much attention in the literature.

9.3 What Can(’t) be a “Syntactic” Clitic?

I turn again to a Sanskrit example, that of the indefinite pronominal fva- . . . tra-
... which is used to express “one . .. another...” An example of the use of this
pronoun can be seen in (9.36) below.

(9.36) pivati tvo dru 10 gruati
mocks one-NSg PV another-NSg praises

“one mocks, one praises”

In this example, both of the tra-’s are in the nominative case, as is appropriate
to their clause. The attested word order can be readily derived from the “pros-
odic displacement™ of these clitics from the regular subject position which they
would be expected to occupy if they were “simple™ rather than “special” clitics.
I'll represent this as in (9.37), where the dotted arrows indicate the prosodic
displacement expected for left-leaning clitics in this context,

—

(9.37) tvah pi}ratil"! tvah :inu;"gmﬁti

Sanskrit has another atonic (stressless) indefnite pronoun, sama-‘any,” which
shows distribution patterns quite similar to those of tra-. It is of some interest
to note that these indefinite clitics show the full range of case forms we expect to
find tor pronominals in Sanskrit. Plural forms of these indefinites are rare, so to
make clear the range of morphological cases attested 1 give the pool of singular
forms in table 9.1,

One can compare the wide-range of case forms we see in table 9.1 with
those we find ftor the fully-stressed (i.e., tonic) pronouns of Sanskrit, presented
in table 9.2. And contrast it rather sharply with the attested case-forms of the
clitic personal pronouns of Sanskrit, seen in table 9.3.%

** Similarly: Serbian/Croation has a full range of tonic pronouns (NOM, ACC, INS,

DAT, GEMN, LOC), but clitic pronouns anly in ACC, DAT, and GEN function.
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Table 9.1: Sanskrit clitic indehnites (no tonic correlates)

Case sama- “any” and tva- “one”
Nominative same (Mpl), tras (M), tva (F), tvad (N)
Accusative samam (M), tram (M), trad (N)
Instrumental trend

Dative samasmai; trasmai (M), trasyai (F)
Ablative samasmadt

Genitive samasya

Locative SAMAsHin

Table 9.2: Sanskrit tonic personal pronouns

Case Isg lsg Idu Idu Ipl Hipl
Nominative  abam trdrm vam Yivam vaydami yiyam
Accusative Hdan trar 277 VL di dAsttan VHSHIAN
Instrumental  midya tedya 22? yuvdabbyam  asmabhbis yusmabhis
Dative miahyam  tiubhyam 737 227 asmdbbyam  yusmdabbyam
Ablative ntdd tvdd avdd yuvdd asmided yasmad
Genitive mdnia tdva 227 yuros asmakam yiegimakarn
Locative mdyi tedyi 227 237 asmié VHSITE
Table 9.3: Sanskrit clitic personal pronouns

Case Isg lsg Idu [du Ipl 1pl
Nominative - - - - - -
Accusative ma fra M vdm Has vds
Instrumental — — — — — —
Dative me te nau vam nds 'ds
Ablative - - - - - -
Genitive Hie te ndau vam nas 1'as
Locartive — — — - — —

The table of attested case forms for the Sanskrit clitic personal pronouns
differs dramatically from the table for the indefinites tra- and sama-. In addition,
the former, but not the latter, are “svntactic”™ (i.e., “special™) clitics. It appears
that the contrast in attested case forms for pronominals which are syntactic
clitics and those which are not, either because they are tonic (as in table 9.3) or
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Table 9.4: The (partial) complementarity of clitics and applicatives

Case “symtactic™ clitics? applicatives?
Nominative yes no
Accusative yes no

Dative yes yes
Genitive no?? no?? or mavbe yes??
Instrumental no yes

Ablative no ves
Locative no?? VEs

“Misc” no Ves

because they are “simple” clitics {as in table 9.1) may be quite general. This
allows us to see an interesting complementarity between two phenomena: the
syntactic clitic status of certain case forms, and the ability of arguments bearing
that case to undergo “applicative™ raising to object status. In table 9.4 below 1
have laid out the attested patterning of specific case forms with respect to
syntactic clitic status and use in applicative constructions.”

Some evidence for the claims about applicatives can be gleaned from the
following Rotuman applicatives {data from Kissock 2003):

Instrumental:  lemi ‘to lick NP-object . g, — lem‘aki ‘to lick-with NP-

- 1
I[:'I::"I"=:';:tv.']1i|':g vou lick with

Ablative: ararug ‘to be in doubt” — ararua‘aki ‘to be in doubt from NP-
Ub_l EI'::r':a:mlri;r af 4:.'||'n:||.':-'rl|
Dative: mamade ‘'to mourn” — mamde‘aki ‘to mourn for NP-object,, 4.4
) F'L'rﬁllﬂ ) )
Darive: mih interjection, expressing dislike of a smell — mbaki ‘to say
mb at NP-object ’

some smell or anocher

It would appear that applicatives (sometimes taken to be the result of “pre-
position incorporation”™) may require an argument which stands in (or could be
taken to be standing in, at the time the applicative comes into being) for a PP

“* The following comments are in order regarding this data: putative locative clitics

(e.g., French y) may be plausibly taken as adverbs (*(t)here’); genitive applicatives might
be represented by cases of “possessor raising” (though 1 do not know of a language
which morphologically marks such ascensions with an applicative morpheme); genitive
clitics in table 9.3 for Sanskrit are NP-clitics and do not undergo syntactic movement to

C (and thus are “simple chties™) — probably.
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the computational component of human phonological knowledge would not
be able to do its compurations (feature deletion, feature insertion, spreading,
structure-building operations, etc.) over such a lexicon. The second possibility
seems precluded a priori, because phonological computation is not an operation
over the entire lexicon, but rather only over individual elements drawn from that
lexicon. Having been fed a form such as /bot/ to compute an output representa-
tion for, the phonology itself simply has no way to know whether elsewhere, in
the portion of the lexicon it 1s not computing over, there is the requisite number
of height contrasts in the front space.

The first possibility also does not fare particularly well as a simple thought
experiment either, in my opinion, Imagine that the first word a child was ex-
posed to was [mu] and the second was [to]. It humans cannot actually construct
representations with more back distinctions than front, the second word would
presumably be unlearnable, since, if the child stored the word as /to/, his/her
entire lexicon would be /mu/ and /to/, with a two-way distinction in the back,
and no distinction in the front. The guestion is, I suppose, an empirical one, burt
it’s hard to imagine what else, confronted by [mu] and [to], a child might
construct as a lexicon, or by what algorithm.

Under the second hypothesis, a human mind with a grammar in it which
performed its computations over a lexicon which contained representations hav-
ing more back height distinctions than front is trivially possible from the com-
putational perspective, but cannot come into being because of (1) the initial
conditions and (2) the learning algorithm.

To make this plausible one only need imagine that, because of the limited
articulatory space in the back of one’s oral cavity (compared to the space at the
front), the acoustic correlates of a high:mid contrast in the back space will be
less salient (i.e., more prone to misparsing) than the same contrast in the front
space. For a system to merge a height distinction in the front and not merge the
same height distinction in the back would require that the learner bear and
attend to a contrast which is minimally expressed in the back vowels, but ignore
the much more salient expression of the same formal contrast in the front
vowels. T assume this 1s not possible. Thus it is extremely unlikely that, except
by some artificial means, a grammar with more height distinctions in the back
space than in the front could come into being, and, perhaps (the data is a little
unclear on the martter), unsurprisingly, none has. I will refer to this tyvpe of
explanation for universal generalizations as the “diachronic filter™ explanation.

We can now return to our questions above regarding ‘frog’ in light of the
foregoing. Two possible explanations for the absence of a clitic *frog’ emerge:

1.  frog [+clitic] (or whatever) is computationally intractable - 1.e., out because
of conditions imposed by UG;

2. or, frog |+clitic] 1s out because of the “diachronic filter™ (i.e., no evidence
can, given existing conditions, give rise to a lexicon in which ‘frog’ has this
property).
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Since bearing a high degree of stress is, generally speaking, a strong counter-
indication to clitic status, it seems safe to assume that in order to be reanalyzed
as a clitic, a lexical item must have come to occupy with some regularity a
prosodic “trough” in the phonetic output. If this is correct, there are a number
of factors which stand strongly in the way of *frog’ ever coming to be a clitic.
First, let us consider the question “why can’t *frog’ be a clitic in a grammartical
system in which ‘allomorph’ is not?” | argued above that there is a grammatic-
ally significant contrast between the “encyclopedic™ and the “grammartical™ lexicon.
The lexical semantic differences between ‘frog” and *allomorph’ are aspects of
the “encyclopedic™ rather than the “grammatical™ lexicon, and are thus not visible
to the grammartical computation (so no language has ‘frog’ fronting or ‘allomorph’
movement). Those aspects of the “grammatical lexicon™ representations of ‘frog’
and ‘allomorph’ which are used by the prosodic domain-constructing algorithm
(a grammatical computation) are the same. It is therefore impossible for that
prosodic domain-constructing algorithm to regularly place ‘frog’ in a trough,
but *allomorph’ not (since they are the same entity for that algorithm).
Second, we can consider the question “why can’t *frog’ (and N’s in general)
be a clitic in some grammatical system?” Here we can build on the fact that the
prosodic domain-constructing algorithm results in some elements — allegedly a
function of the element’s starus as a “lexical™ vs. a “functional” head (and com-
putationally independent of clitichood) - receiving “lower”™ degrees of sentential
stress, others “higher”™ degrees of sentential stress. Nouns (which come into the
prosodic computation as *lexical” heads) will never consistently occupy positions
in the constructed prosodic domains in which they receive “low” sentential stress.
Therefore, they will not be reanalyzed as prosodically deficient (i.e., as clitics).
Like the “front™ vs. “back™ height distinctions, this is a function of (1) initial
conditions (i.e., the fact that there were no N clitics in the past) and (2) con-
straints on diachronic developments (i.e., the fact that N's are not likely to have
a distribution within prosodic domains that would allow them to be reanalyzed
as clitics). One should not, therefore, conclude that the apparent absence, cross-
linguistically, of N clitics provides evidence for the properties of UG itself,
which may be perfectly capable of computing over an N which happens to be
prosodically deficient, but which, because of the “diachronic flter,” never gets a
chance to do that computing.
This provides a plausible enough explanation for why *frog’ is not likely to be
a clitic in any human linguistic system, but the set of clitics it predicts to exist
are only the “simple” clitics like English “esm *him/them.” Since pronominals are
functional heads, and since the prosodic-domain constructing algorithm regularly
places such elements in positions in which they receive low degrees of sentential
stress, the regular occurrence of *him” or ‘them” in this low-stress position could
easilv be reanalyzed as a property of those specific lexemes, rather than being
simply attributable to the fact that they are functional elements. Once reanalyzed
in this way, those lexemes would be explicitly marked as prosodically deficient
(1.e., as clitics). But of course they would not undergo symtactic movement by
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virtue of this reanalysis. S0 the question naturally arises, where do “synractic”
clitics come from?

Using our familiar two possibilities in framing an explanation for why Sanskrit
ca ‘and,” e.g., cannot be a “svntactic” clitic (which I assume to be the case,
knowing of no attested syntactically displaced conjunctive clitics) we would get:

1. a grammar in which ¢a "and” undergoes syntactic movement to C (like the
“syntactic” pronominal clitics) would be computationally intractable (i.e., is
UG blocked); or,

2. a grammar in which ca *and” undergoes syntactic movement to C cannot
come into being diachronically (but would be tractable, computationally, if
it could).

Note that there is no issue here as to whether or not ca can become a clitic. As
a funcrional, rather than lexical, head, the prosodic-domain constructing algo-
rithm could trivially construct its phrases (and their stress contours) such that a
conjunctive element like ‘and” regularly occupied the type of trough which 1s
needed to get reanalysis as a clitic. The question we are interested in is why can’t
ca become specifically a “syntactic” clitic.

If we examine a typical occurrence of clause-conjoining ca, such as that seen
in (9.38) below, we can see that our prosodically deficient ¢a occupies a position
in the string which is immediately adjacent to C (the position to which “syntactic”
clitic pronominals regularly move) — which presumably immediately follows the
relative pronoun yé which must be in the specifier of C position.

(9.38) ...vé ca ratim  grnadanti
... who-NPI and gift-ASg sing

“...and who sing (vou) a gift”

It would seem that having ca in such a position — the position it normally
occuples in cases of clausal conjunction — would make ¢a trivially reanalyzable as
occupving a position appropiate for *adjunction to C” (as with pronominal clitics).
Diachrony thus does not preclude the reanalysis of conjuncrive/disjuncrive clitics
as “syntactic” clitics except through the effects of UG, Grammars cannot come
into being in humans which are not possible given the human genome (whose
linguistic expression is UG). There are no mechanisms of syntactic computation
which would allow conjunctions to move out of their domain to adjoin to higher
functional heads, thus the acquirer, contronted by data such as that in {9.38),
does not have the option of analvzing the position of ca as being due to any such
movement. ¢d must, therefore, be in situ, so, if it is a clitic, is must be a “simple”
one, rather than a “syntactic™ or “special™ one.

Of course, it UG did not impose such a constraint, then nothing in the surface
string itself would prevent a diachronic reanalysis whereby ca came to be taken
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as occupying C. Diachrony alone, unlike the cases surveyed earlier, cannot prevent
the evolution of a “syntactic” conjunctive clitic. The absence of such elements, if
that absence turns out to be well-grounded in the cross-linguistic facts, must be
attributed therefore to UG itself.

One will have doubtless noticed that there is no discussion of “parameter”-
resetting or the like in this discussion. The elements which undergo changes are
the features of individual lexical items. Providing an account of the causes ot
these changes requires a sophisticated understanding of how syntactic computation
works as well as how phonological computation works, especially as regards the
process or processes whereby prosodic domains come into being. It is perhaps
not surprising, given the current rather immature state of our theories of syntax,
prosodic phonology, and their interaction, that many questions about the evolu-
tion of clitic svstems remain. | hope, however, that this chapter has provided a
somewhat clearer analysis of what we do understand about such systems, with
the goal that this clarity will allow for more rapid progress on the large number
of outstanding issues in this area.

9.4 Discussion Questions and Issues

A. Consider your own native language. What “clitic”-type elements appear to
be present in it? What tvpes of clitics are these elements? Do these elements
seem to follow the generalizations of the chapter about what can and what
cannot be a clitic?

B. Consider the role of the “diachronic filter” in shaping the attested setr of
human languages. If some types of systems which are computationally
possible grammars cannot arise because there is no diachronic path which,
from current conditions, can lead to their coming into existence, how are
we to learn the properties of UG? How do we protect ourselves from the
distortions diachrony introduces into our pursuit of the knowledge of that
underlying human computational competence? Can vou imagine how this
might be related to issues about “statistical universals™ (like “most lan-
guages that have propertv X also have property Y)?
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10 Reconstruction Methodology

serious doubts have also been raised about the status of the methods used
to establish [reconstructed] forms, which seem to demand an interpretation of
the nature of language change which is at variance with currently acceptable
theories.

Fox (1995: 122)

10.1 Introduction

Since traditionally the question of linguistic classification and reconstruction
concerned itself with the genetic relatedness of “languages,” and [ have argued
above that the sociopolitical concept of “language™ does not provide a useful
basis for empirical linguistic research, the question arises of whether linguistic
reconstruction, subgrouping, and related issues can be pursued ar all within the
framework proposed here. Since I believe the Comparative Method - the primary
tool of linguistic reconstruction, itself strongly dependent upon linguistic sub-
grouping and classification — has established its usefulness in empirical research
with great regularity, if it turns out that the proposals made in chapter 1 fail to
generate similar empirical predictions, they must be deficient in some serious
way. In this chapter, I would like to demonstrate how the Comparative Method
(and the related issues of classification and subgrouping) are to be made sensible
within the framework adopted in this document and to show that these well-
established tools survive — in perhaps slightly different (and in my view improved)
guise — the conceptual transformation proposed in chapter 1.

In addition, since our theory of reconstruction methodology in a particular
domain (e.g., phonology or syntax) is presumably to be developed with reference
to our theory of change in that domain, this chapter will also discuss the implica-
tions of our treatment of phonological and syntactic change above for our theory
of phonological and syntactic reconstruction.
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10.2 The Genetic Hypothesis

The genetic hypothesis' is designed to account for observed similarities in the
output of different grammars.” It claims that the grammars in question share at
least a subset of their features® because they have acquired these features through
inheritance from a common ancestor, It is a very costly hypothesis — making an
extreme claim (the details of which will be covered below). As such, it is to be
invoked only when other possible hypotheses which could, in principle, account
for the observed similarities have been excluded. The alternatives to the genertic
hyvpothesis are the hypothesis that the observed similarities are the result of
“borrowing™ and the hypothesis that the observed similarities are due to “chance.”
In traditional terms, the genetic hypothesis consists of the following claims:

1. Grammar G, and grammar G, have some similarities.
2. The similarities are too numerous and too systematic to be due to chance.’

' Although it should not be necessary to point this out, the genetic hypothesis is not a

theory about gene flow within human population groups. In fact, there is no reason,
given what we know of the history of human civilization, to believe thar there is any
relationship between the physical transmission of genetic material from one generation to
the next and the transmission of a grammar from one generation to the next. The two are
completely independent of one another and only accidentally coincide in monolingual
and monodialectal communities — which probably do not exist (and never have). I point
this out only because one continues to see evidence from human genetic lineages cited as
support for (or refutation of) theories of human linguistic lineages. This appears to be
grounded on the assumption that at some point in the past humans lived a more isolared
existence, giving rise to less intense or frequent language contact. The linguistic record, as
well as the archeological record (to the extent it gives any linguistic information at all), 1s
seriously at odds with this assumprtion. The term “genetic” in this context is derived not
from “gene,” but from the verbal base of “genesis,” i.e., “origins.”

*  Technically, it should not restrict itself to output similarities and differences, as |
have argued above, but rather should focus on similarities and differences in input
representations and processes. For our purposes at this juncture the terminological sim-
plification should nor marrer.

¥ Usually referred ro as the “directly inherited™ features.

' When the data are insufficient to allow exclusion of these two hypotheses, but also
inadequate to adopt one or the other, the status of the relationship is indeterminate. Note
that this 1s not equivalent, as it is often taken to be, to the claim that the languages may
or may not be related. In the sense in which the term is used in linguistics, languages are
related only if such a relationship is demonstrated empirically. Languages for which no
such demonstration is possible are (until evidence comes to light which allows us to
reevaluate the claim) unrelated.

" Tlinclude under the rubric “chance™ instances of what Harrison (1986) calls *iconism,”

though it may be more precise to separate such cases as Harrison does, The similarities in
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3. The similarities pattern in such a way that they are inconsistent with known
borrowing patterns.”

4. The similarities can be accounted for by assuming that G, and G, are “descend-
ants” of a common ancestor (the protolanguage, in this case, e.g., Proto-G).

I will not dedicate any additional effort to clarifyving the empirical content of
the components of the genetic hvpothesis given as (1)—(3) above. The traditional
conception of these notions is generally adequate, though regarding (3) a more
heavily constrained theory of the possible effects of various tvpes of conract
would be helpful. The rest of this chapter will be dedicated to attempting to
explicate the nature of the claim given as (4).

There are two central issues which must be dealt with if we are to make claim
(4) an empirical one. What is a descendant—antecedent (or *ancestor™) relationship
between grammars? And what is a “protolanguage™?’

Protolanguages are reconstructed on the basis of the evidence provided by
their “descendants” using the Comparative Method (a technique whose details are
to be discussed in detail below). It is well known that the comparative method does
not allow full recovery of all features of a given protolanguage; e.g., there may
be (and invariably are, in my view) teatures which have been lost without a
trace in all descendant grammars.” Such features will of course not be recoverable.
Nevertheless, such features are assumed to have been present in the protolanguage
(though their precise form will not be known). Thus reconstructed protolanguages
can be assumed to have had features of two types: recoverable {let us call these
features o, &, o, ... ), in that there is evidence for such features in the attested
historical or living record,” and unrecoverable (let us call the unrecoverable

such cases (onomatopoeia, e.g.) occur at a higher rate than is typically found in other
parts of the lexicon. Nothing prevents us, of course, from interpreting “too numerous and
too systematic” as requiring sensitivity to our expectations for each lexical domain. The
statement can probably stand as is, therefore.

* The borrowing hypothesis may also be weakened or strengthened by known facrs
about contacts {or lack thereof) between the two grammars or their *antecedents™ — on
which more below.

The discussion to follow assumes general familiarity with traditional work on the
Comparative Method, subgrouping, and the reconstruction of protolanguages. The gues-
tions above are geared towards the issue of how we are to derive such notions within the
framework adopted in this document, rather than how traditional historical linguistics
conceives of these matters.

" Where “without a trace™ means, of course, without a trace sufficient to allow the
feature(s) to be recovered. *Traces™ of features which cannot be recovered could not, by
dehnition, be identified as traces.

?  The reader should be aware thar *evidence for™ the presence of a set of features in the
protolanguage does not entail presence of those very same features in the attested daugh-
ters. The evidence of the daughters taken as a whole may point to features in their

common ancestor which are not preserved as such in the daughters.
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features By, B, Bi, ... ), in that there is no such evidence, Grammars antecedent
to the attested record which differ only in “unrecoverable™ features will of course
be treated as identical for all historical linguistic purposes (since it cannot be known
if, or how, they differed in features which cannot be recovered). Thus, taking a
simple case of three descendant grammars (G, G, and G;) with an uncomplicated
transmission historv," the protolangnage for these grammars will be the set of
all (chronologically) anterior grammars which do not differ in recoverable
features."" They of course may or may not have differed in ways which the
linguistic record does not allow us to recover. Such a case is represented
schematically in figure 10.1 below.

The protolanguage is the sole box found at Stage I It consists of a set of gram-
mars (G, G,, and G,) which agree in all recoverable features (the agreement
status of unrecoverable features is unknowable, by definition, and therefore
irrelevant to all subsequent scientific use of the “protolanguage™). At Stage 1l of
this hgure, grammar G, shows a recoverable feature (@.) not shared by G and
G,."* That is, in the course of transmission of G, an innovation occurred, giving
rise to the feature a,. It can easily be shown (by a simple iteration of the schema
in figure 10.1) that given a long enough period of transmission, helped along
by the tact that each grammar need not be transmitted to only one descendant
as well as by the fact that transmission is normally imperfect, the daughter
grammars will become increasingly diverse. If the attested descendant grammars

G, GGy
I g Eygyyees
/\ G, shows imnovation o,
G| 615{:3

I +x e

ryeee

Figuere 10.1: A simple innovation

""" The precise meaning of “uncomplicated” in this context will be discussed in some

detail below.
"' The set may contain as little as one element, but the numbers will turn out to be guite
irrelevant.

'Y Ir is assumed that the reconstruction of the protolanguage based on all daughters
did not result in positing feature @, for the protolanguage, i.e., the protolanguage was
—az,. For the purposes of the discussion to follow, I will assume that the directionality
of the change from -, to o, is fixed, i.e., the change posited could not have pro-

ceeded in the other direction (from @, to —a, ).
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grammars do not collapse into a single protolanguage in spite of the identity
of (recoverable) features in the descendant grammars (G, and G, at Stage III).
Figure 10.3 thus differs from figure 10.2 in that G, and G, collapse through the
“masked”™ diffusion of figure 10.2, but remain distinct “branches” (i.e., lines of
descent) in parallel independent development cases such as that sketched in
figure 10.3.

The contrast between these two fAigures makes clear the kev role that changes,
as opposed to diffusion events, play in reconstruction and subgrouping meth-
odology. Whereas a diffusion event is not, in a scenario such as the one outlined
above,” relevant to linguistic subgrouping (and thus not to reconstruction either),
all established changes are, since they introduce new lines of descent into the
descent tree. Thus the difference between “trivial” and “nontrivial”™ innovations
will be critical, since this contrast plays such an important role in distinguishing
“masked” diffusion from parallel independent innovation.

10.4 Subgrouping

Moving on to slightly more complex scenarios, figure 10.4 presents a “family tree”
diagram for a system in which two changes have taken place, each of which has
diffused in a slightly different way.”’

There is a critical issue involving the sitnation sketched in figure 10.4 which
has not come up in the discussion thus far (since we have been considering changes
in isolation only). The two changes posited for the system above, @, in G, and
o, in (,, may be changes which, if found in the same system, would interact in
some way (e.g., one may feed or bleed the other), or they may be changes which
could not interact. We will consider these cases in turn. For all cases we will
assume that the protolanguage had the forms *kibi, *sib, and *bigit.

Considering first the cases of two innovations which could potentially interact,
we will assume that innovation @, was the intervocalic lenition of voiced stops
and innovation o, was the loss of final vowels.”* (See table 10.1.)

Although the first diffusion event, the spread of final vowel deletion from G,
to Gi, “collapses™ G, and G into a single protolanguage {in part because it is a
“masked” diffusion - Le., impossible to figure out which language innovated and
which borrowed), as discussed above, the second diffusion event (from G, to G,)
does not. It is quite clear, if our hvpothesis that the intervocalic lenition in G, is

* We will show below thar diffusion events can play a role in more complicated scenarios.

** It is clear that I am working with an assumption that there is a prestige hierarchy

invalved in these schematic examples, such that, in terms of prestige, G, = G, = G.. All
three systems are in sufficiently close contact that diffusion is possible.

*  Both of these events are well-attested cross-linguistically.
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{}n {;.II'GI
o, O, 0, ...

GI G_H GI

(3, shows innovanon o

(3, shows innovanon o,

G, G, G,
0, -0, -0 -0, -,
i ¢ {3, shows dittusion
L of o, from G,
G, *G. G,
oo, -0,
(3, shows diffusion
¢ v \ of e, from G,
0, G, (3,
o, -0, 0,0, -0,
Figiere 10.4: Two diffusion events
Table 10.1
G, G, G
I kibi, sib, bigit kibi, sib, bigit kibi, sib, bigit
11 kiBi, sib, biyit kibi, sib, bigit kibi, sib, bigit
111 kifi, sib, biyit kib, sib, bigit kibi, sib, bigit
AY kiBi, sib, biyit kib, sib, bigit kib, sib, bigit
V kiPi, sib, biyit kib, sib, biyit kib, sib, bigit
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Table 10,2

G; GE (-:;?

I kibi, sib, bigit  kibi, sib, bigit  kibi, sib, bigit
I kifBi, sib, biyit kibi, sib, bigit kibi, sib, bigit
111 kiBi, sib, biyit kebi, sib, begit kibi, sib, bigit
AY kiBi, sib, biyit kebi, sib, begit kebi, sib, begit
V kifi, sib, biyvit  kepi, sib, beyit kebi, sib, begit

the result of diffusion rather than parallel independent innovation is supported
by the evidence,” that the change o, preceded the change &, in G, - that is, G,
and the protolangunage (G,, G;) had already been ditferentiated by a change
(different from the one which subsequently diffused) before the diffusion occurred.
DNFFUSIONS WHICH TAKE PLACE INTO A PROTOLANGUAGE WHICH 18 ALREADY
DIFFERENTIATED FROM THE SOURCE BY SOME CHANGE OTHER THAN THE DIFFUS-
ING ONE HAVE NO EFFECT ON SUBGROUPING RELATIONS. This is the reason why
loanwords from, e.g., some variety of French play no role in the subgrouping
of the English grammars which did the borrowing: the ancestors of the French
and English grammars are already differentiated by a long series of recoverable
change events.

We must now consider the case in which o, and @, do not show any inter-
action. Retaining the hypothesis that o, is intervocalic lenition of voiced stops,
consider a case in which e, is the dissimilatory lowering of i (to ) before an 7 of
the following syllable.*® (See table 10.2.)

It is clear that, unlike the case outlined above in which the two innovations
show a potential for interaction, there 1s no inherent ordering between the events
o, and e, or their diffusions. Any ordering of the stages in the figure above (so
long as the diffusion of an innovation follows that innovation, obviously) will
produce the same results, Because of the ambiguity of the ordering of the inno-
vations, it is impossible to determine a unique subgrouping for the three daugh-
ter grammars in such a situation. This is not, however, equivalent to subgrouping
methodology producing no result: the application of strict subgrouping to this
situation produces two, and only two, equally probable subgrouping hvpotheses:
on one, G, and G, form a subgroup (and the event e, shared by G, and G,
is the result of diffusion either of subsequent innovarion of (3, into G, or of an
innovation of G, into G,); on the other, G, and G, form a subgroup by sharing

* It is for purposes of this discussion merely an assumption.

* 1 realize that one might not reconstruct the proper protolanguage from the resulting
data set in this case — 1 will assume that the proto-r's which become ¢ are recoverable

(and thus not reconstructed as ¢'s, e.g.) from the existence of a superordinate protolanguage.
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Gh GE! Gi
I oy, O, O, . ..
/\ G, shows innovaton o
G, G, (3,
11
o, -G,
l l \ s, shows innovanon o,
G, G, G,
I11
“"‘_mﬂ' _nﬂ{"} _ﬂ:r_':rlr
¢ i ‘l G, shows independent
innavation of o,
0, (3, G,
Y
ul?_ai' _D"I"{Iﬂ' -,
(s, shows independent
l L l innovation of o
G, G, G,
V
o, -, o0, -0, 0,

Figure 10.5: A set of parallel independent developments

the event @, (and the event @, is the result of diffusion of either a subsequent
innovation of G, to Gy, or of a later innovation of G, to G,).”’

Thus when dealing with multiple innovations which subsequently propagate
(the normal case for attested instances of nontrivial changes), only the evidence
provided by rule interactions, which allows us to deduce ordering between the
events, will generate unique subgroupings.

The situation is somewhat different when we modify the figure above slightly
so that instead of diffusion events, it contains parallel independent developments.
This is represented in figure 10.5.

As the reader can easily confirm in this figure, the forms of each grammar at
each stage are identical to what they were in Agure 10.4. The difference is that
the evidence favors parallel independent innovations over borrowing in the

* All this assumes of course that we are dealing only with diffusion, not with parallel

independent mmnovation.
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Proto-ABC
A B C

Figure 10.6: Proposed subgrouping with nonbinary lines of descent

(a) (b} c)

Proto-ABC Proto-ABC Prota-ABC
A Proto-BC B Proto-AC C Proto-AB
B C A C A B

Figure 10.7: Expansion of a nonbinary descent tree

literature? A tree such as that in figure 10.6 in fact merely indicates that the order
of the events (and each ordering would of course induce a different subgrouping)
is indeterminate — i.e., the nontrivial changes which define the subgroups do not
interact. It thus abbreviates either situation (a), (b), or {¢) in figure 10.7.

I would propose that while the schematic in figure 10.6 appears at first sight
to be a harmless simplification, the procedure of licensing nonbinary branching
descent trees has two serious side-effects and should therefore be avoided.®' The
first negative effect of such figures is that they have given rise to the notion, pre-
sumably intended as mere metaphor by many scholars, of the “break-up™ of the
protolanguage. This metaphor — which implies the simultaneous dispersal of
populations — is generally interpreted by nonlinguists {and occasionally by lin-
guists) as a involving some social or even ecological catastrophe, some triggering
cause. In fact, this kind of diversification (a series of changes whose precise order
is unrecoverable) is found within those urban centers which have been subjected
to detailed sociolinguistic study in the past 20 years — no movement, no “break-
up,” is required to trigger this type of diversification. It is a trivial and normal
effect of grammar transmission.

The second problem which the “simplified” trees of the type in figure 10.6
give rise to concerns reconstruction methodology. It is to that problem that we
turn next.

3l Minmimally, authors proposing such suhgmuping should r:xphin that such a tree reflects

the indeterminacy of the ordering between the imnovations involved, rather than repre-

senting an actual claim about the protolanguage.
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of possible change, as well as the triviality index assigned a given change, be
derived from a principled account of how a human organism, confronted by a
set of linguistic data, might construct a grammar to produce that data (and how
such an instance of grammar transmission might go awry). The principles which
should be developed will not be language-specihe, since the human “responsible”
for the changes has, at least in the case of first-language acquisition, no language-
specific information before the data in question is presented to him/her.

The second major criticism of reconstruction methodology which has surfaced
with some regularity is that under the traditional approach it assumes a homo-
genous, undifferentiated protolanguage speech community. Since we know that
such things do not exist, we are reconstructing something that never could have
been. Lichtenberk (1994) provides a detailed criticism of traditional methodology
from this perspective, pointing out an instance in which he believes it possible to
demonstrate that a particular “protolanguage™ was nonhomogeneous. This is, in
my view, quite a valid criticism of traditional reconstruction methodology which
operates with the notion “language.”” We will now turn to a fuller consideration
of Lichtenberk’s challenge to a core assumption of traditional reconstruction
methodology: the belief that the reconstructed language is homogeneous.

10.7 “Realist” and “Formalist” Views
of Reconstruction

For most of its history, it has been a core assumption of comparative linguistics
that reconstructed protolanguages were dialectally uniform, indeed, that the

method necessarily gives rise only to protolanguages with this property. Fox

(1995: 135) summarizes the standard reasoning in this area:™

¥ One wonders how scholars working with such a method feel they can reconstruct the
sociopolitical context of the protolanguage with sufficient confidence to know whether or
not it was “a language™ — note that Lichtenberk, while confronting traditional methodo-
logy, apparently accepts this, its weakest, assumption. He asserts that the differentiated
speech area he assumes to have been the *protolanguage™ was a *language™ with “sub-
dialectal™ variation. These terms are never, however, defined.

" It is not at all clear how Fox believes “a protolanguage with dialectal differences”™
could ever be reconstructed, given the methods used by comparativists which he so
carefully lavs out in his book, let alone be iteratively produced by that method in the
manner his thought experiment seems to envision. Nevertheless, it is certainly the case
that for any instance in which someone might propose protolanguage dialect differenti-
ation, one could respond to that proposal = which as far as | can see could never result
from the application of the Comparative Method - by engaging in the cyclic reduction of
dialect differentiation he outlines.

Cont, on p. 245
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variability is incompatible with the Stammibawm |“tamily tree™ — smri] model,
and with the Comparative Method itself. Given a protolanguage with dialectal
differences the method could in principle be applied again to the different dialect

forms, on the assumption that any such dialects would in turn be derived from
a single unified source, and a further protolanguage would be reconstructed. The
procedure would be repeated until all dialect variation was eliminated. The exist-
ence of dialects within the protolanguage would thus seem to be in principle
excluded by the operation of the method.

Converted into the terminology we have been using in this chapter this means
simply that, since the protolanguage is the set of attributes reconstructable for a
point in diachrony before there were any recoverable changes which serve to dif-
ferentiate the daughter languages, there can be no recoverable dialects for a pro-
tolanguage (since the existence of such dialects would entail that there had already
been recoverable ditferentiating changes, and thus that the entity under discussion
is not in fact a protolanguage).

Fox considers the assumption of uniformity of protolanguages, in light of
evidence (e.g., from our general understanding of sociolinguistic reality) for
variability, “an embarrassment to the Comparative Method.” He deals with this
embarrassment by essentially declaring protolanguages to be “abstractions™ and
“necessary idealizations™ from “reality.” Indeed, he warns against confusing the
two spheres:

What we are not entitled to do, of course, is to mistake our idealizations for
reality. It is all too easy to interprer our idealization of reality as though it were
reality itself, and to draw inappropriate conclusions on this basis. Thus, because
our method of reconstruction demands a tree model of linguistic relationships we
may — as indeed earlier linguists did — wrongly assume that the relationships are

actually of this form.

It is hard not to wonder, if the protolanguages we posit are not consistent with
reality, and the family trees we construct are similarly “counterfactual” (Fox
uses this word, 1995: 140), why we would, or should, bother doing the exten-
sive work required to establish them. Fox addresses this concern in a couple of
ditferent ways, none of them particularly comforting, For example, he notes that
“no method can be expected to be infallible or universally applicable” and that we
have no alternative method at this time. [ don't agree with the former claim, and

It should not go uncommented upon that Fox's discussion {1995: 135ff.) of some
possible cases when dialect differentiation might be postuled for a protolanguage, “even
with the application of the Comparative Method,”™ are not probative. For example, his
treatment of the case of Indo-Iranian voiceless aspirates is factually wrong on numerous
points (it is not the case that they are atrested only in Indo-Iranian, nor is it the case that
“there is, in fact, no conclusive evidence to enable us to derive these sounds from others
by regular processes™). The voiceless aspirates arise regularly from sequences of voiceless

stops + “H ..



246 Reconstruction Methodology

the latter is hardly a defense for continuing to use known bankrupt methodology
— surely, if we know our methods to give countertactual results and yet have no
alternative at this time, our efforts should be being invested in the task of devel-
oping more reliable methods, rather than continued application of our existing
faulty ones. He notes additionally that, after all, the Comparative Method, for
all its weaknesses, appears to work. Unfortunately, he seems not to realize thart
the fact that it works, if it gives results which consistently and necessarily deviate
from “reality,” is more a problem in need of explanation than a felicitous fact.

Lichtenberk approaches his critical assessment of the assumed homogeneity of
protolanguages (1994) by contrasting two positions which have been adopted by
historical linguists about the status of reconstructed languages:

Do we assume that at some time in the past there really was a language that had
the properties that we have reconstructed (the realist view), or is such an assumption

irrelevant to our concerns (the formalist view)? [Lichtenberk 1994: 1)

It would appear that Fox would qualify as holding the *formalist™ view - thus
accounting for his assertions that protolanguages are inconsistent with reality.
Historically, it has been common, under the “formalist™ view, to see a recon-
structed entity as a mere formal “shorthand™ for the correspondence set which
justifies the reconstruction. A protolanguage, under such an assumption, is merely
the set of all such abbreviatory conventions of this type which can be constructed
for a given set of related languages. By contrast:

On the realist view, reconstructed protolanguages are viewed not as formal devices
but as real entities, as real as the languages around us. (Lichtenberk 1994: 2)

Interestingly, it should be clear from all that you have read in this book so far
that like Lichtenberk, 1 favor a “realist” conception of protolanguages — they
are, indeed, “as real as the languages around us.™ Of course, unlike Lichtenberk,
I believe that “the languages around us” are grammars, i.e., computational
devices in the mind/brain of individuals.” In what follows, we will see from
Lichtenberk’s example, I believe, the kinds of difficulty one creates for oneself
when one adopts the *sociopolitical” conception of “language™ and attempts to
do comparative linguistics.

10.7.1 Some data

Lichtenberk draws his data from the Cristobal-Malaitan family of languages
which are spoken on the Solomon Islands. The subgrouping of the languages is

Tt s true, as has been sketched above in some detail, that prntnhnguag:s are only

partially recoverable given available evidence and existing techniques — but, of course,

this holds of synchronic mental grammars as well, at least for the present.
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Southeast Solomonic (PS5)

Guadalcanal-Nggelic Cristobal-Malaitan (PCM)
Central/North South Longgu
To’aba’ita (TOA) ‘Are’are (ARE)
Law (LAU) Sa’a (S5AA)

Kwaio (KWO) Arosi (ARS)

Figure 10.9: The Cristobal-Malaitan family

To'aba'ta

GUADALCANAL

SAN CRISTOBAL L

Figure 10.10: The geography of the languages under discussion

given by Lichtenberk as in figure 10.9. The geographical distribution ot the
languages can be seen in the map presented in figure 10.10. These languages
show a number of well-established changes from Proto-South Solomonic,
including the loss of PSS *t, via a process which Lichtenberk calls, sensibly
enough, t-loss. Representative examples are given in table 10.3.

After t-loss had taken place, PSS #*s developed in t in the San Cristobal-
Malaitan languages whenever it was followed by a nonhigh vowel. PSS *s remains
s before high vowels, so Lichtenberk labels this change s-split. That s-split must
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Table 10.3

PSS TOA LAU KWQO SAA ARE ARS
*tolu ‘three’ ulu olu olu Oru — olu
“mate “die’ mae mae mae mie mae mae

PSS *t = ) in PCM (“t-loss™)

Table 10.4

PSS TOA LAU KWO SAA ARE ARS
“sala *path’ rala rala tala tara rala rara
*susu ‘breast’ susu susu SUSL SUSU susu susu

PSS *s =t/ _V[-hi] in PCM (*s-split™)

have tollowed #-loss is given by the fact that it does not feed the loss of ¢ — that
is, t's created by s-split are not subject to loss by t-loss. Again, representative
examples are given in table 10.4.

There are two additional changes of relevance to our discussion. Lichtenberk
posits a process which he calls “y-prothesis.™ At first blush, the choice of name
here is somewhat strange, since the prothetic consonant involved has a variety
of forms, including 6, s, r, and 1. None of these reflexes have the fortune of being
y, however.* The prothesis takes place only before *a. Representative examples
are given in table 10.5,

Table 10.5

PSS TOA LAU KWO SAA ARE ARS
*a- an article Ba- sa- la- 57 - ra- 5a-
“ansa ‘grate’ Bata sata — sataari — —
*aRu ‘Casuarina tree’ —_ salu lalu salu raru saru
*ane ‘termite’ — sane nale sane nare ane

y-Prothesis before word-initial *a

" In spite of the paralle]l development of Proto-Oceanic (POC) *y — on which, see table

10.6 — this is not what I would reconstruct in this situation. Lichtenberk 1988 recon-
structed * 8,
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Table 10.6

PSS TOA LAU KWO SAA ARE ARS

“koyo ‘go through’ koBo koso kolo — kokoro —

*fayal ‘mango’ | fasail asal ralai asal aral faal
PSS *y in San Cristobal-Malaitan

Table 10.7

PSS TOA LAU KWO SAA ARE ARS

*ratu ‘bonito’ Bau sal lau sdu rau saufatu

*Pansan ‘name’ Bata sata lata sata rata ata

*fatop ‘thatch’ Bao 5A0 lao 520 rao ao

PSS #7 = @ in PCM (7-loss) [with subsequent y-prothesis]

To see why Lichtenberk chose the name y-prothesis, one may compare
the development of PSS *y (table 10.6). Finally, Lichtenberk presents evidence
that PSS *? was lost in initial position, and that this loss fed the process of
y-prothesis. We can see some of that evidence in table 10.7.%

The changes we have discussed have a well-defined relative chronology, which
can be summarized as follows:

¢ Relative Chronology:
1 ?-loss
because it feeds y-prothesis

Y In Arosi, the “expected” form of * fatu, saw, is in widespread use only in personal

names, the “borrowed™ form atu being the general term. On a possible prothesis-less
reflex, wwaian “tuna,” Lichtenberk (1994: n. 17) says the following:

Arosi also has the form wwaian ‘tuna’, which - despite appearances — does not
contain a reflex of *atw. According to Barnett (1978: 79), wataw literally means
“(it) takes me’ (wai “take’, an 1sg pronoun), and it *denotes the compelling need to
get amongst a school of bonite.”

Never having felt this “compelling need,” I myself would be inclined to see a folk etymo-
logy here (unless Barnett dreamed up this analysis on his own, in which case it’s that
peculiar kind of folk etymology where by “folk™ we mean “linguist with an overly vivid
morphological imagination™).
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2 y-prothesis
because it is not fed by #-loss.
(POC *talina > TOA,LAUKWO,SAA alina, ARE arina; POC *ta(n)sik >
TOA, LAU, KWO, SAA, ARE, LGU gsi; POC *tangis = TOA, LAU, LGU
ani; POC *tampu ‘sacred, forbidden’ = TOA, LAU, KWO abu, SAA dpu,

ARE apu)
3 t-loss

because it is not fed by s-split (see *sala ‘path’ above).
4 s-split

So far, the situation seems to be of a type which readily lends itself to analysis
using the standard tools of comparative linguistics. However, Lichtenberk notes
a difficulty regarding the dara tor each of these changes:

while #-loss and s-split are nearly perfectly regular throughout Cristobal-Malaitan,
the distribution of the prothetic segments in the present-dav languages is far from
regular.

Evidence to support this assertion can be seen in table 10.8.

It seems unlikely that the difference in percentage of reflexes showing prothesis
in Kwaio (KWO), Lau (LAU), *Are‘are (ARE), and 5a*a (SAA) 1s stanstically
significant (a fact which Lichtenberk does not comment upon); however, the
point Lichtenberk is making persists: generally speaking, as one moves from north
to south, there is less and less of the expected prothetic consonant development,
although #-loss and s-split appear to be essentially categorial throughout the
region.

Lichtenberk has presented two different analyses of this phenomenon. The
first, in 1988, involved incompleteness of y-prothesis (at that time analyzed by
Lichtenberk as @-prothesis) throughout the area:

Theta-prothesis was a lexically and geographically gradual change, which died out
hetore it had had a chance fully to affect the whole of the PCM area. This means
that after the demise of the prothesis PCM was not a homogeneous language. Tt

Table 10.8

Language  total possible prothesis cognates  percentage showing prothesis

TOA 41 90.2
KWO 61 67.2
LAU 78 65.4
ARE 71 64.8
SAA 70 60

ARS 82 20.7
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was comprised of a number of dialects characterized by the different degrees to
which they had been affected by theta-prothesis. In spite of this complex situartion,
the area where Farly PCM was spoken was still cohesive enough for the language
as a whole uniformly to undergo t-loss and s-split. (Lichtenberk 1988: 54)

In 1994, Lichtenberk favors instead an analysis under which y-prothesis was
regular and across-the-board, but a process of y-loss began and failed to spread
unitormly throughout the area.

One possibility = the one that will eventually be adopted here = is this: sometime
after y-prothesis had taken place, another change began to operate in PCM whereby
y — prothetic or not — was lost. This change originated in a certain part of the
PCM-speaking area, and it was implemented gradually: it began to diffuse lexi-
cally, through the eligible lexical items, and areally, from the area where it had
originated. y-loss was incomplete; it ceased to operate before affecting the whole of
the eligible lexicon and the whole of the PCM-speaking area, thus leaving a residue.
Th{.' Pr::t-‘.r_‘nt—f_{ﬂ}f inStﬂ.nﬁE‘E {]I'- tl_.l.f_" AL r::ﬂ::x AT thﬂ rEEUIt {]I: }'—IIJSE; tl'.lﬂ' I'-UI] rf_"ﬂﬂ::{ﬁ:'_"u
continue the residue. [Lichtenberk 1994: 11)

It makes little difference which of these analyses we adopt for discussion here,
since the methodological point Lichtenberk is raising remains the same in either
case. t-loss and s-split should be attributed to Proto-5an Cristobal-Malaitan,
since they are shared by all of its daughters, vet they postdate what we would
call in this book a “differentiating” sound change (i.e., one which left recoverable
reflexes in the daughters). The relevant claim of Lichtenberk’s is stated quite
clearly in his 1994 paper:

The incompleteness of y-loss resulted in regional variation with respect to the
presence and absence of *y, bur this variation did not amount to dialect ditferentia-
tion. There were no isoglosses dividing PCM into dialects on the basis of the fate of
“y...However, even though the result of the incomplete loss of ¥ was not dialecral
differentiation, there was areal heterogeneity. Different areas where PCM was

spoken had been affected to various degrees by loss of y. (Lichtenberk 1994: 17)

The key issue here is the concept, for which I can imagine no justification on
theoretical or practical grounds, that the “regional variation™ which resulted from
y-loss (or B-prothesis, under the 1988 analysis) “did not amount to dialect differen-
rlation.” Indeed, as near as I can tell, “regional variation™ is the definition of
(geographical) dialect differentiation. Lichtenberk has uncovered a very interesting
case of “convergence” — lLe., common development based on language contact
independent of genetic considerations. Such developments do not make English
a “Romance” language, and they do not make t-loss and s-prothesis — which
demonstrably took place after a change not shared by all Proto-San Cristobal-
Malaitan daughters — anything but irrelevant, like all recoverable convergence
events, for genetic questions such as subgrouping and reconstruction.
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10.7.2 General considerations

What is a “real” language, then, and are “protolanguages” an example of such
objects? Here's is how Lichtenberk characterizes a “real language™:

In the realist approach, protolanguages are viewed as having both spatial and
I.'E'I'I'IPI.'.I'FE.I Extensinnﬁ. I.-“CE prEEI’It—dﬂ}" IEI.HEUE.EEE._, thE}" WeErne spnlu:en OvVer a -EEFI.'EI'i.TI
area, and they had their own histories; for example, they may have undergone

sequentially related sound changes. (Lichtenberk 1994: 2)

Within the perspective I have been developing in this book, we would say rather
that a “language” is a “grammar.” A “grammar” is a property of an individual
mind/brain. Except in the trivial sense that people actually take up “a certain
area”™ (which I don’t think is what Lichtenberk has in mind), much of what
Lichtenberk labels “realist™ is thus not.

10.7.3 Conclusion

* Recoverable protolanguage diversification is excluded in principle under certain
assumptions about the natures of (1) the object of linguistic study and (2) the
comparative method.

¢ If one doesn't like the assumptions outlined here and one wants to exclude
protolanguage dialects, one must find some principled way to get that result.
One may not simply assert as a “methodological add-on™ that protolanguage
dialects are precluded.

As I have shown above, the problem of protolanguage dialects does not arise
under the conception of protolanguages outlined in this chapter. The proto-
language i1s underdifferentiated (ris-a-vis current spoken languages) because not
all of the features of the grammars included within it are recoverable, not because
there was no variation. Any variation that is recoverable (as in Lichtenberk’s
case) simply makes it clear that the entity in question is not the protolanguage,
but a set of already differentiated daughters of the protolanguage.*

10.8 Final Remarks

The conception of subgrouping (and reconstruction) outlined above differs in a
very crucial respect from traditional notions. This difference can clearly be seen
from the following quote from Harrison (1986: 15):

41

This point is made explicitly by Eichner (1988).
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11 Synchronic and Diachronic
Linguistics

Change is inevitable, except from vending machines.

Anon.

11.1 The Mirage of Apparent Identity

It seems clear from the contents of this book up to this point that there is, in my
opinion, a great deal of confusion about the precise demarcation of historical
linguistics relarive to related enterprises like sociolinguistics, synchronic linguistics,
and the study ot language acquisition. The reason for this can be seen in part
from an examination of the phenomena in (11.1)-(11.4} below.

(11.1) [ — w in codas
(11.2}) [ — w in codas
(11.3) [ = w in codas

(11.4) | — w in codas

Now, I would not be at all surprised to learn that you are hard-pressed to see the
subtle differences between these examples which seem, in fact, identical (except
for their labeling number), and, indeed, should be identical, since they were
created by a cut-and-paste operation. It is precisely this confusing appearance of
what looks like identity that has been the root of many conceprual difficulties,
not just regarding historical linguistics, but in the proper demarcation of all four
fields represented by these examples. In (11.5)—-(11.8) below I tell vou what each
of the examples above is intended to represent.

(11.5) My speech ¢. 1959: /bel/ pronounced #bew#
(i.e., a cross-linguistically common rule of so-called “child phonology™)
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